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Abstract

This thesis deals with the investigation of single-ion excitations,
magnetic frustration, and magnetization reversal phenomena. We have
employed neutron scattering, u*SR, and computational methods for
these studies.

Inverse spinel oxide Co,VO4 belongs to the family of spinel
vanadates where cobalt and vanadium ions occupy the spinel B-site
equally. This system exhibits magnetization reversal for temperatures
below 65 K. Magnetization studies reveal three anomalies involving
collinear and non-collinear ferrimagnetism phase and magnetization
reversal crossover. Neutron diffraction analysis of Co,VO4 unveils
that the evolution of relative balance between the two sublattice
moments leads to ferrimagnetic phase and magnetization reversal.
DFT calculation and u*SR results suggest delocalization -localization
crossover as the underlying microscopic mechanism for magnetization
reversal.

Rare earth oxide SrTm,O4 belongs to the family of SrLn,O4 where
two inequivalent Tm's form two zig-zag chains along the
orthorhombic c-axis. An earlier study on SrTm,;Os reports the
absence of long- or short-range order down to 65mK. The crystal
fields and exchange interactions in SrTm;O4 were studied to examine
the absence of order. The crystal fields in SrTm,O4 were modeled
using DFT and the effective charge (EC) model. The EC model
describes the system well and suggests |J,m;) = |6,0) dominates the
ground state of both Tm?*s. The exchange interactions extracted from
low-energy dispersing excitations using random phase approximation
suggest that Tm2 chains are frustrated and Tml chains could form
dimers.  The critical ratio calculated from exchange interaction
indicates SrTm;O4 cannot undergo a thermal second-order phase
transition confirming the absence of order. "SR results show
oscillations in polarization evolution spectra; these are typically
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associated with muon precession due to the system’s long-range order.
Modeling precession frequency vs. temperature reveals that these
oscillations originate due to nuclear hyperfine enhancement.
Additionally, the magnetic field application induces long-range order,
with Tm?2 function as polarized paramagnet whereas Tml above 4T
transitions into XY-AFM phase.
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Introduction to Thesis

1 Introduction to Thesis

Condensed matter systems offer fertile ground to observe multiple com-
plex phenomena. Complex physics emerges in these systems due to the
correlation between various system constituents. In the late *60s, Phil
Anderson, in his seminal article "More is different" highlighted that the
behavior of assemblies of interacting entities cannot be explained as
a simple extrapolation of the behavior of individual constituents [1].
The article significantly established the importance and usefulness of
fundamental research in condensed matter, especially in strongly cor-
related systems. Ever-since, the publication has been the guiding light
for studying complex phenomena in condensed matter systems.

Magnetism in condensed matter is one of the oldest scientific fields,
which is growing at a rapid phase due to its scientific precedence
and technological relevance. Magnetism has been at the forefront of
technological advances since time immemorial. In recent years, it has
spearheaded the quantum revolution with promising ideas such as spin-
tronics and multiferroicity. There are other fresh concepts, such as
orbitonics with potential technological realization. The magnetic con-
densed matter systems provide a perfect breeding ground for unusual
physics on the scientific front aswell. These systems have a variety
of geometry, dimensionality, anisotropies, and strength and signs of
interactions that can compete to evolve into exotic behavior such as
magnetic frustration. Apart from exotic behaviors, many classical as-
pects such as orbital ordering have not been fully understood yet. Here
I have taken two such systems belonging to 3d and 4 f oxide families
to understand their unique physics.

This thesis presents magnetism aspects of 3d and 4 f oxide, Co,VOy4
and SrTm;04. The Co, VO, belongs to the family of spinel vanadates
where the vanadium and cobalt ions share the spinel B-site. The mag-
netism of this system was the very first time reported by Menyuk et al.
back in 1960 [2]. Menyuk and his coworkers observed an anoma-
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lous magnetization behavior where the magnetization changed its sign
(magnetization reversal) while cooling the sample. We probed this
system with modern tools and methodologies to get a deeper insight
into the question, Why does Co,VO, undergo magnetization rever-
sal?

The SrTm;04 belongs to family of rare-earth oxides SrLn;O4. Karun-
dasa and coworkers synthesized members of this family and studied
their magnetic behavior for the first time [3]. They discovered that
this family hosts interesting physics due to various competing interac-
tions arising from the unique geometric arrangement of atoms. The
SrTm,04 was previously studied by Haifeng Li er al. [4], where
they found that SrTm;0O,4 did not show either long or short-range or-
der down to 65m K. Interestingly, within SrLn,;O4 family, it was only
SrTm,04 that did not show any order. So, we decided to find the
answer to the question, Why does SrTm;0O,4 not order?

Here I have prepared a compilation thesis based on the publications
produced from the research work performed during the last four years.
We have used neutron scattering, polarized muon spectroscopy, den-
sity functional theory calculation, and thermodynamic measurements
to probe the magnetism in these systems. The thesis is structured as
follows,

Chapter 2 provides an introduction to the theory of magnetism. Pri-
mary interactions such as single-ion, two-ion, and nuclear magnetism
are discussed briefly in the first part. The introduction to magnetism
is followed by a brief account of magnetization reversal, singlet mag-
netism, and magnetic frustration.

Chapter 3 describes the primary methods used in the thesis. The chap-
ter consists of a description of neutron scattering, neutron instrumenta-
tion, muon spin relaxation, and density functional theory.

Chapter 4 is the cover chapter to article ‘Magnetization reversal driven
by electron localization-delocalization crossover in the inverse spinel
Co,VOy4’. This chapter summarizes the article and provides a detailed
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account of magnetic structure determination from neutron powder diffrac-
tion data. Additionally, results such as hysteresis curves, heat capacity,
and AC-susceptibility are presented.

Chapter 5 is the cover chapter to article ‘Crystal field effects in the
zig-zag chain compound SrTm;Oy4’. This chapter summarizes the arti-
cle and provides a detailed account of crystal field determination us-
ing Wannier functions. Additionally, a brief description of the DFT+u
method used to determine the muon stopping site is provided.

Chapter 6 describes diffused scattering results, modeling and implica-
tion of dispersing excitation, critical ratio, nuclear hyperfine enhance-
ment, and magnetic field induced order in SrTm;O4. This chapter cov-
ers the unpublished results from SrTm,0O4. Additionally, in the begin-
ning of the chapter brief description of methods is provided.

Last chapter (Chapter 7) summarizes entire thesis.

I would like to bring it to attention of the reader that, the thesis follows
natural flow of research progression.
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2 Theoretical Background

2.1 Single-ion Magnetism

2.1.1 Free-ion Magnetism

Magnetism is a pure quantum mechanical property that emerges due to
the intrinsic angular momentum of the electrons from unfilled shells.
These electrons possess spin ‘s = % and orbital angular momentum ‘[,
and additionally the total angular momentum °;j’ given by the sum of
spin and orbital angular momentum, as shown in Figure 2.1(a).

Consequently, the spin and the orbital and total angular momentum
have magnetic moments given respectively as follows:

MHs=—8s M-S, p=—pup-l, & pj=ps+p. (2.1)
Here, up is the Bohr magneton given by up = % and g, is the

gyromagnetic ratio ~2. The absolute value u; is given by |,u j| =
gj - uBV\Jj(j+1), where g; is a Landé g factor.

As shown in Figure 2.1 (a), spin and orbital angular momentum are
vector quantities whose respective magnetic moments point in opposite
directions. However, the total angular momentum j is not parallel to
the associated magnetic moments u;, as the spin and orbital magnetic
moments have a different coefficient of proportionality to the respective
angular momentum.

In the case of atoms with multiple electrons in the unfilled shells, their
collective total angular momentum ‘J° can be calculated by vector ad-
dition. The vector addition of spin and orbital angular momentum can
be performed in two different ways, depending on the strengths of the
spin-orbit coupling. The energy of the coupling is given by ‘és - [’
where £ is the spin-orbit coupling constant. When the spin-orbit cou-

5
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- /11/3 geS J Ap /
M= 1l :
S s,
M=+
J ! s
(a) (b) (c)
Single-electron LS - coupling Jj - coupling

Figure 2.1: Vector model of the electron total, the spin, and the or-
bital and angular momentum and the magnetic moments associated
with them. (b) Vector model of the total electron angular momentum
within LS coupling approach and (c) jj-coupling approach.

pling is weak, the Jis given by J =S + L, where S =};s; L =2,1;
(Fig. 2.1(b)). This treatment is called LS- or Russell - Saunders cou-
pling. On the other hand, when the spin-orbit coupling is strong, the
total angular momentum should be calculated as a sum of the total an-
gular momentum of all individual electrons. This treatment is called
the j - j - coupling scheme (Fig. 2.1(c)).

In the absence of spin-orbit coupling, multiple electronic states degen-
erate. However, in the presence of spin-orbit coupling, this degener-
acy gets lifted. The total angular momentum J can take values from
|L -S| to L+S, depending on the electronic state. Therefore, the elec-
tronic ground state needs to be determined to describe the single-ion
magnetism. The electronic ground state or ground state multiplet is
predicted by applying the following rules sequentially:

6
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1. Maximize the total spin angular momentum S.
2. Maximize the total orbital angular momentum L.

3. The total angular momentum J depends on the filling of the
shell. For less than half-filled shell, J = |L — S| and otherwise
J=L+S.

These empirical rules are called ‘Hund’s rules’. The first and second
rules aim at reducing the Coulomb energy, while the third rule min-
imizes the energy of the spin-orbit coupling [5]. The multiplets are
usually represented by so-called ‘ferm symbols’, which are given by
25+11;. In Table 2.1 Hund’s rule has been applied to the magnetic
ions relevant to this thesis to identify the ground state multiplets under
spin-orbit coupling.

[=2m=]2 -1 0 1 2[S L J|>L,
A 3 2 5|°Dy

Co* 34" |11 11 L L L|3 3 3|

[=3m= |3 2 -1 0 1 2 3|8 L J|»'L,
Tm™* 42100 10 10 10 10 L L1 5 6]|°Hs

Table 2.1: Application of Hund’s rule on V#, Co?*, & Tm?**, to deter-
mine the respective ground state multiplet.

2.1.2 Crystalline Electric Fields

When a magnetic ion is placed in a crystalline environment, the energy
profile of electronic states changes drastically. The isolated magnetic
ion discussed earlier has spherical symmetry. However, the spherical
symmetry is violated when the atom is in a crystalline environment.
The violation of the spherical symmetry leads to the lifting of multiplet
degeneracy. Such splitting of the multiplet caused by the local crys-
talline environment is called ‘crystal field splitting’. The corresponding

7
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site symmetry determines the type of splitting and the character of the
corresponding levels.

The coulomb energy due to electron-electron interaction, spin-orbit cou-
pling energy, and crystal field energy, depending on their strengths,
define the multiplet structure of d and f group elements [S]. Thus,
understanding the crystal fields is the first step to understanding mag-
netism in these systems.

The crystal field splitting can be modeled using the following parame-
terized Hamiltonian:

H=> B0l 22)
k.q

Where Bék) are the crystal field parameters in so called Stevens nor-

malization, and O(Sk) the Stevens operators [6]. The Stevens operators
are represented in (Jx,Jy,JZ) coordinates, and the definition of these
operators can be found in Refs. [7, 8]. Here, the task is to determine
the Bék) parameters. The site symmetry of the magnetic ion limits the
number of parameters by retaining only invariant parameters under the
site symmetry. The Bék) parameters retained by various point group
symmetries can be found in Ref. [7] (in Table 7). The Hamiltonian
in Eq. 2.2 can be either determined by adjusting these parameters to
observable quantities (experimentally) or can be theoretically modeled
from first principles.

The method where the Bék) are adjusted with respect to the experimen-
tal observables is referred to as the ‘Stevens operator’ approach. The
Stevens operator approach is very successful in describing the Bék)s
of the magnetic ion with high site symmetry. However, this procedure
yields degenerate sets of parameters for systems involving low sym-
metry [9]. On the other hand, theoretical methods can overcome the
overparameterization problem in the Stevens operator approach. In the

simplest scenario, it is sufficient to consider a model where the electric

8
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field due to the point charge environment surrounding the ion is gov-
erned by the site symmetry [10]. This model proposed by Hutchings
is called as ‘Point charge’ model( or Electrostatic point charge model)
[10]. A similar approach was earlier proposed by Bethe in *20s [11].
This crystal field model ignores any overlap between the charge cloud
on the magnetic ion and the surroundings. Additionally, this model
can be used in conjunction with experimentally observable quantities
to optimize the charge position to arrive at the best set of Bék). How-
ever, point charge model fails to account for covalent bonding with the
ligands and the finite extent of charges on the ions [10].

Some exciting improvements have been made to the electrostatic point
charge model to account for covalency. The Effective charge model
tries to mimic covalent effects by changing both the position and the
magnitude of the charges [12, 13]. This model can be optimized by
considering an effective point charge with adjustable charge amount
and distance to the metal ion with respect to experimental observables
[14]. Uldry et al.’s improvisation of the point charge model with in-
termediate coupling considerations and limited parameters is another
successful modification to the point charge model [15]. There are other
successful models also for these problems, such as Malkin’s Exchange
charge model [16] which is reasonably successful in the case of sys-
tems involving 4 f electrons.

There are purely ab initio methods apart from phenomenological mod-
els such as point charge model. One such prominent model uses the
Wannier functions constructed from density functional theory (DFT)
based on electronic structure calculations, to represent atomic-like or-
bitals within a periodic crystal [17-20]. The Wannier functions thus
constructed incorporate all the effects of crystal potential [20]. This
method has been used quite successfully in the case of many rare-earth
oxides [19, 21].
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2.1.3 Energy Scales and Coupling

In the calculation of multiplet splitting, it is crucial to account for
Coulomb term (He.), spin-orbit term (Hsp), and crystal field (Hcp)
term, depending on their strengths.

In the case of Russell - Saunders coupling the Coulomb term dom-
inates, while the spin-orbit term is weaker than Coulomb term and
stronger than the crystal field term i.e., Hee > Hso > Hcp. In this
case the crystal field term is treated as a small perturbation and only
the lowest energy multiplet is considered. Consequently, the Stevens
normalization for crystal field term expressed in equation 2.2 is rel-
evant for this situation [22]. On the other hand, with j-j coupling the
spin-orbit interaction dominates Hso > Hee, and thus there is no mul-
tiplet structure. In this case only J is used to label the states [7].

When Coulomb, spin-orbit, and the crystal field terms are of similar
strengths (Hee ~ Hso ~ Hcg) Intermediate coupling scheme can be
implemented [5]. In this scheme, higher multiplets are considered in
addition to the ground state multiplet. If the crystal field interaction is
relatively weak, multiplet structure remains but the eigenstates end-up
being a mixture of LS-states (due to the SO interaction), with only J
distinguish the states. When crystal field interaction is large, J-mixing
can occur, resulting in the loss of a distinct multiplet structure [7].
In intermediate coupling scheme, Stevens normalization breaks down
[22] and so called Wybourne normalization [23] of the crystal field
Hamiltonian must be used.

2.1.4 Magnetism in 3d and 4 f Systems

Magnetism in both 3d (transition metals, along with 4d & 5d) and 4f
(rare-earth elements) arises due to unpaired electrons. However, the
main distinction comes from the position of 3d and 4f orbitals. In
transition metals, the 3d orbital is the outermost, and the orbital mo-
mentum is often quenched. On the other hand, 4 f orbitals are deep
inside, filled 5s and 5p. Thus the 4f electrons are more strongly lo-

10
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calized close to the atomic core. Additionally, an anisotropic 4f or-
bital results in highly anisotropic magnetic properties in these systems
[24].

Another important distinction between 3d and 4 f systems is that in the
case of 4f systems the crystal field splitting is much weaker compared
to spin-orbit splitting, while in the 3d system crystal field splitting is
stronger [8].

2.2 Two-ion Interactions

The crystal fields, along with spin-orbit and Coulomb interaction, can
be considered as single-ion interactions as they are unaffected by the
magnetic state of neighboring ions. On the other hand, the rwo-ion in-
teractions couple the electrons clouds between two magnetic ions.

2.2.1 Magnetic Exchange Interaction

The exchange interaction is electrostatic force between two neighbor-
ing spins, arising as a consequence of Pauli’s exclusion principle [25].
The Pauli’s exclusion principle states that the exchange interaction in
case of three dimensional spins is given by the Heisenberg Hamiltonian
as follows:

1 N
Her =~ ZJ J(i/)SiS;, (2.3)

where ‘g is the coupling constant. If J >0, the energy is minimized
by a parallel angular momentum configuration, and such arrangement
is called ferromagnetic. On the other hand, when J <O, energy is
minimized by an anti-parallel angular momentum configuration, and
such arrangement is called antiferromagnetic. Additionally, the ex-
change interaction between two angular momentum operators can hap-
pen due to different mechanisms. In this regard, the exchange interac-
tions are divided into direct, indirect, and a subset of indirect exchange
called superexchange and itinerant exchange.

11
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The exchange interaction between two neighboring magnetic atoms
arising due to interaction between the respective electrons is called a
direct exchange. Direct exchange seems most forthright way to es-
tablish interaction between neighboring spins. However, it is far more
complicated. For example, in 4 f systems, there is no direct overlap be-
tween neighboring 4 f electron clouds due to their strong localization
[25].

The indirect exchange in ionic solids is mediated by a non-magnetic
ion between two non-adjacent magnetic ions. Such interactions are
called superexchange. In metallic systems, a localized magnetic mo-
ment spin-polarizes a conduction electron which in turn polarizes ad-
jacent localized moment at a distance ‘r’ from the first moment. This
mechanism is called itinerant exchange or RKKY interaction. Direct
and indirect exchange interactions are typically stronger than the mag-
netic dipole interactions discussed below.

Dzyaloshinskii—Moriya Interaction

Another important anisotropic interaction is the Dzyaloshinskii—-Moriya
interaction (DMI) [26]. This interaction originates from spin-orbit cou-
pling and is expressed as follows:

Hpmr =Dgy - (Sa X Sp) » (2.4)

where the orientation of the Dl;g/{ vector is directed by the crystal sym-
metry [26].

2.2.2 Magnetic Dipolar Interactions

Analogous to electric dipoles, magnetic moments can be considered
equivalent to magnetic dipoles. Thus the interaction between two mag-
netic moments becomes one of the natural considerations among two-
ion interactions [8]. This interaction is directly dependent on the mo-
ment size and the distance between the magnetic ions. The dipolar
interaction is anisotropic, and the strength of the interaction is weak

12
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compared to the exchange interaction. The dipole—dipole interaction is
defined using the following Hamiltonian:

1

where Sl‘.’(a = 1,2, 3) are the three components of the angular momen-
tum and 7, %(i j) the dipole interaction. The dipole interaction is given
as follows:

g 3 (R - Ry) (R - RY) = 0 R - Ry

- (2.6)
(8sm8)* R - R,

Here, R; denotes the lattice vector of the i th magnetic ion, g; the
Landé factor, and up the Bohr magneton [27].

2.2.3 Magnetic Order and Magnetic Structures

At low temperatures, with minimum thermal fluctuations, interactions
between sites result in long-ranged order. This order starts emerging
through a phase transition at temperatures which in comparison with
exchange interactions are relatively low. There are various ways this
ordering can come about; ferromagnetic(TT), antiferromagnetic (T]),
ferrimagnetic (T 1), or non-collinear order (\\_") such as helical struc-
tures [25]. As seen in atomic structures, the periodic arrangement of
magnetic moments can be defined using wave-vector dependent ex-
change Hamiltonian. Assuming only one magnetic atom in the unit-
cell, Fourier transformation of the real-space exchange Hamiltonian in
equation 2.3 can be written as follows:

— 1 k Q-k
W‘_Egﬂs .S, (2.7)

where Ji and S are given by
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Je=N" )" Fyexpik- (ri-r))]

ri,r;j

) . (2.8)
Sk = N1/ ZS,-exp(ik-ri)
r

The minimum of 9 occurs at wavevector k that maximizes J; [28].
The wavevector gives the periodicity of the magnetic structure. For a
general k, a helical order is stabilized, and for k = 0, it is the ferro-
magnetic order [29].

Unlike the crystal structure, the symmetry governing the magnetic struc-
ture should involve both the positions and orientation of the magnetic
moment. An addition symmetry operation is introduced to standard
symmetry operations, called the ‘time-reversal’ operator. By combin-
ing spatial and time-reversal operators, for each non-magnetic crystal-
lographic point group there can be 122 magnetic point groups (MPGs)
[30]. Similarly, 1651 distinct magnetic space groups (MSGs) are iden-
tified. These magnetic space groups are known as Shubnikov or Heesch
groups.

Additionally, the magnetic structure can be described based on the
atomic unit cell in terms of basis vectors and propagation vectors [31].
This method depends on the basic principle that magnetic structures
can be described by the periodic repetition of a magnetic unit cell.
Here the magnetic unit cell is described based on the atomic unit cell.
The ‘propagation vector’ k helps in describing the relationship between
moment orientations of equivalent magnetic atoms in different atomic
unit cells [32]. This idea can be illustrated for the moment distribution
m; associated with the atom j in the crystal unit cell with the lattice
translation vector t, as

k ,—27ik-t
m; = ) yhe ™ 2.9)
k
where 1//}‘ are the basis vectors (projections of the magnetic moment
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along the crystallographic axes) corresponding to wave vector k in the
first Brillouin zone of the crystal structure. Such magnetic structures
can have multiple propagation vectors that can be commensurate or
incommensurate with respect to the periodicity of the atomic unitcell.
A detailed explanation of this method can be found in the article by
Bertaut in Ref. [31].

2.3 Nuclear Magnetism

Analogous to an electron’s magnetic moment, the nucleus has a mag-
netic moment resulting from the total angular momentum of the nu-
cleus. The total angular momentum of the nucleus is called ‘nuclear
spin’(I). The nuclear magnetic moment associated with nuclear spin is
given by the following equation:

Mr=—8r-pn -1, (2.10)

where g; are the nuclear g-factors and uy is the nuclear magneton;
UN = % ( m,= mass of proton). Since mass of proton is three or-
ders of magnitude larger than the mass of electron, uy is three or-
ders of magnitude smaller than up. Consequently the nuclear magnetic
moment is very small compared to the electron’s magnetic moment
[25].

Hyperfine Interaction

Inside an atom, nuclear moment and electron moment can interact
magnetically. This interaction is very weak and is called ‘hyperfine
interaction’ [33]. The hyperfine interaction can arise due to uy sit-
ting in a collective internal magnetic field ‘B¢’ produced by uy of all
electrons. This produces an energy term -uy - Bel. Since Bgp o< J, the
hyperfine interaction term can be written as follows:

Hyr = Ayl - J, (2.11)
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where A; is a parameter that measures the strength of the hyperfine
interaction [25].

In certain systems, with paramagnetic electronic ground state, magnetic
field application can induce order (polarization). For such systems,
the induced electronic order in turn induces an effective magnetic field
at the nuclei due to the hyperfine interaction. This induced hyperfine
field amplifies the effects of the applied field by at least two orders of
magnitude [34].

2.4 Magnetization Reversal

Magnetization of a system can be defined as the sum of the magnetic
moments of all its constituent atoms per unit volume [35]. The mag-
netization (M) is measured by applying a magnetic field (B) along a
direction. In certain materials, the temperature dependence of magneti-
zation was found to undergo a crossover from a positive to a negative
value with respect to the applied magnetic field as in Figure 2.2. Such
a phenomenon is termed ‘magnetization reversal’ or negative magneti-
zation.

Kumar et al. in their review on magnetization reversal [35] have iden-
tified five possible ways the magnetization reversal may come about.

1. Negative exchange coupling between two or more ferromagnetic
sublattices.

2. Negative exchange coupling between canted antiferromagnetic sub-
lattices.

3. Negative exchange coupling between ferromagnetic or canted-
antiferromagnetic and paramagnetic sublattices.

4. Interfacial exchange coupling between ferromagnetic and antifer-
romagnetic phases.

5. Imbalance of spin and orbital moments.
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Figure 2.2: Temperature dependence of magnetization of Co,VOy4
measured at 700 Oe. Reprinted from Ref. [2] with permission to
reuse. License number: RNP/22/MAR/051376 © 1960, by the Ameri-
can Physical Society.

The most common condition is negative exchange coupling between
ferromagnetic sublattices. Néel [36] proposed a phenomenological the-
ory called ‘molecular field theory’ to explain magnetic compensation
in systems involving unequal ferromagnetic sublattice with negative ex-
change coupling. This treatment was found to be successful in explain-
ing the magnetization reversal in many oxides [35].

2.5 Singlet Ground State Magnetism

The singlet state can be defined as a state with paired electrons. The
nonmagnetic singlet ground state can happen due to many reasons.
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Prominent among these is the crystal field splitting. In rare-earth ions
with an even number of electrons (‘non-Kramers ions’), the crystal-
field-only ground state is often a singlet. In these systems, the crys-
tal field completely removes the ground-state multiplet degeneracy by
splitting the multiplet into (2J+1) singlets. Such systems order only
if the exchange interaction energy is stronger than the crystal field en-
ergy. In these cases, the order does not occur through the process of
alignment of permanent moments, but instead happens through a po-
larization instability of the crystal-field singlet ground state [37]. Note
that in rare-earth systems, usually, the exchange interactions and crys-
tal fields are of similar strengths. Thus the ratio of exchange to crystal
field energy can reveal if these systems can order or not.

Alternatively, singlet state can emerge due to magnetic ions forming
dimers. Here usually the ground-state is singlet and the first excited
state is a triplet state. If e intradimer exchange is significantly
smaller than the interdimer exchange Jinua , this system would remain
nonmagnetic and can be treated as composed of singlet units ( repre-
sented by an ellipse in Figure 2.3) [24].

In these systems, a magnetic ordering could be achieved if the dimer
can be promoted to an excited state. This phenomenon can be realized
with the application of magnetic fields. If a magnetic field ‘B’ were
applied along the z-direction, the triplet state would undergo Zeeman
splitting. For instance, in a system with a ground state singlet |/ = 0)
with the first excited triplet state |J = 1) separated by A, the |J, = +1)
would split in applied magnetic field B. Here |J, = +1) has energy
of Ejj—41y = A —gyupB and Ej; —_1y = A + g;upB. We see that for
the fields greater than A/g;ug,|J; = +1) would go below the singlet
|/ = 0). This would result in an abrupt transition to a fully polarized
ordered state [24]. The earlier situation is very valid when the in-
tradimer exchange is smaller than the interdimer exchange. However,
there is always a finite interdimer interaction leading to dispersion of
magnetic excitation [24]. In these situations, increasing the magnetic
field would decrease the gap, and at critical field B, the gap is zero at
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Figure 2.3: Dimerization in zig-zag chain systems with Jiner < Jinira -
Here the ellipses represent a singlet unit of spins %(TL - 1T). Mag-

netic field induced order in systems with singlet groundstate and triplet
excited sate.

a certain wave vector Q. This would result in an ordered ground state
(depending on the wave vector Q), as ferromagnetic, antiferromagnetic,
or spiral structures [24].
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2.6 Magnetic Frustration

As discussed earlier, the presence of two-ion interactions usually leads
to long-range magnetic order. However, in some peculiar systems,
there could be several equally possible microscopic configurations lead-
ing to a disordered ground state. One of the reasons for this situa-
tion could be competition between different interactions combined with
special lattice geometry. If the system fails to order, unusual states as
in ‘spin-ice’ might emerge [38]. However, these systems often try to
reduce the entropy by unfolding several unconventional mechanisms.
For instance, the system can stabilize the order by choosing an en-
ergy minimum governed by fluctuations; such a mechanism is referred
to as ‘order-by-disorder’[39]. Thus a system is considered ‘frustrated’
if competition between different interactions in the system cannot be
simultaneously satisfied.

For example, in a triangular lattice (Fig. 2.4(a)) with antiferromagnetic
interaction, it is impossible to satisfy all the interactions simultane-
ously. Thus it is difficult to form an ordered state. Similarly, other
possible geometries conducive to magnetic frustration are presented in
Figures 2.4(b-d).

It is well known that at high temperatures the magnetic susceptibility
of a system obeys the Curie-Weiss law, i.e., y « [T — 6cw] !, where
Ocw is the Curie—Weiss temperature. Here the Curie—Weiss tempera-
ture represents the sum of all interactions involved. In an unfrustrated
system, ordering temperature 7y is close to f¢cw. On the other hand, in
frustrated systems ordering temperature is far smaller than the Curie—
Weiss temperature, i.e., Ocw > TN, because in a frustrated case an
ordered state (if realized at all) would gain only a small fraction of
the exchange energy. Thus the parameter f = 6cw/Tn can be used for
characterizing the degree of frustration. The ratio ‘f’ for unfrustrated
systems is ~ 1 and for frustrated ones it is f > 1 [40]. A strongly
frustrated system should have a large value of f and should behave as
a normal paramagnet for T > 6cw. The system could be ordered for
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(a) (b) ?
9 )

Figure 2.4: Magnetic frustration in different dimensionalities. (a) Tri-
angular lattice with antiferromagnetic interactions where all interac-
tions cannot be satisfied simultaneously. (b) Quasi-one-dimensional
zig-zag chain. (c¢) Two-dimensional Kagome lattice. (d) Three dimen-
sional pyrochlore lattice.

temperatures below Ty, whereas in the region Ty < T < Ocw a short-
range correlation might emerge. In this region, the system is referred
to as a collective paramagnet [24].

Typically, frustrated magnets in applied magnetic fields show unique
characteristics called ‘magnetization plateau’. In a zig-zag lattice, as in
Figure 2.4(b), the exchange interactions along the rungs and legs cor-
responding to J; and 9, respectively are antiferromagnetic making it
frustrated. This system can be visualized as a combination of adjacent
triangles as in Figure 2.4(a). If the two corners are coupled antiferro-
magnetically, the third corner is frustrated ( marked as ‘?°). If a small
magnetic field ‘B.;’ is applied to such a system, parallel to the T, the
‘undecided’ spin would point upwards. This emerges as a % plateau on
the M vs. B curve. On further increasing the field, the | also points up,
making the entire system ferromagnetic [24]. Such a plateau is often
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Figure 2.5: Schematic representing evolution of magnetization on tri-
angular lattice with Ising spins.

spotted in frustrated systems with one-dimensional spins, also called
‘Ising’ type [41]. Figure 2.5 presents magnetization plateau formation
in a triangular lattice with Ising spins.
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3 Methods

This chapter is devoted to a brief description of the Neutron Scatter-
ing, polarized muon spectroscopy, and DFT methods that were used to
probe the magnetism in SrTm,O4 and Co,;VOy.

The neutron section of this chapter is largely inspired from books by
G. L. Squires [42], S.W. Lovesey [43, 44] and Lectures by K. Lefmann
at NNSP-SwedNess Neutron School 2018, Tartu [45]. The polarized
muon spectroscopy part of this chapter is inspired from the book by
A. Yaouanc and P. Dalmas de Reotier [46] and Lecture notes by A.
Amato [47]. The quantum chemistry methods part of the chapter is
inspired from the book by S. Cottenier [48].

3.1 Neutron Scattering

Neutrons are subatomic particles whose interaction with matter can act
as a versatile tool to probe atomic arrangements and magnetic states
along with their respective dynamics. Neutrons are scattered by the nu-
cleus of an atom, revealing the atomic structure, while the neutron spin
interacts with electron spin,via dipolar interactions, providing informa-
tion on spin arrangement. Additionally, neutrons (thermal neutrons)
have de Broglie wavelengths of the order of inter-atomic distances
(~1A) and energy scales similar to elementary excitations (~10 meV).
Thus, neutrons can simultaneously provide static and dynamic informa-
tion of atomic and magnetic structures of the probed system. Addition-
ally, neutrons possess neutral charge, which allows them to penetrate
deep into a material and probe the bulk of the sample.

3.1.1 Principles of Neutron Scattering

In a neutron scattering experiment, properties of the incident (Ej;, k;)
and final (Ey, k) neutrons can be used to understand the the energy
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Er ke

Figure 3.1: The scattering triangle, showing incoming neutrons with
wave vector k;, scattered neutrons with k¢, and the scattering vector
O = ks — k;. The scattering angle, 26, is twice Bragg angle 6.

(iw) and momentum transferred (AQ) to the sample. These experi-
ments are governed by the laws of momentum and energy conserva-
tion:

hw=E;—E; (3.1)

hQ = h(ks — k;) (3.2)

An elastic neutron scattering experiment measures a neutron that has
scattered without any energy exchange between the neutron and the
sample (Aw = 0). From scattering triangle in Figure 3.1 one can derive
condition for elastic scattering in crystalline systems. This condition is
called as Bragg law,

nd =2dsiné. (3.3)

Elastic scattering (or Diffraction) technique is used to study atomic and
magnetic structures.

On the other hand, in inelastic scattering experiments there is a change
in energy after a neutron scatters from the system (iw # 0). The loss
of gained energy from the inelastic process provides information on the
dynamic effects such as phonons and magnons. Thus in any neutron
scattering experiment the main task is determination of the probabil-
ity that a neutron with a wave vector k; is scattered into a state with
wave vector k¢ (Fig 3.2). This probability of scattered intensity can be
quantified by partial differential cross-section,
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Figure 3.2: Representation of a neutron scattering.  Incoming
monochromatic beam of neutrons, with energy E; and wave vector k;,
is scattered by the sample (green circle). The partial differential scat-
tering cross-section, defined by Eq. 3.4, is the number of neutrons per
second and per incoming flux, that are being scattered into the small
solid angle dQ around the direction defined by k ¢, and with an energy
between Ey and Ey + dEy.

no. of neutrons scattered per sec. into solid angle d€2
d*o 1 with energies [E i Ep+dE f]
dQdE; ~ @ dQdE

(3.4)

Where o is the neutron scattering cross-section given by scattered neu-
tron flux per incident neutron flux (®). Thus the partial differential
cross-section quantifies the number of neutrons scattered in a small
solid angle d€2 with an energy between E; and Ef + dEy.

The differential cross-section is defined as,

do d*o
— = [ 4E . 3.5
dQ / T dQdE (5-5)

Which is the number of neutrons per second scattered into a solid angle
d€Q in the given direction divided by the incomming flux.

Neutron scattering cross-section can originate from two types of pro-
cesses, namely coherent and incoherent processes. The coherent scat-
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tering cross-section describes the neutrons scattered by the collective
behavior in the scattering system, as in the case of Bragg peaks, phonons,
or magnon excitations. The incoherent scattering cross-section repre-
sents the neutrons which are scattered by the individual, uncorrelated
fluctuations that would not produce interference effects.

Fermi’s golden rule

When a neutron scatters, it can cause transitions from one quantum
state to another within the system, but it does not modify the nature of
the states themselves. Thus the neutron acts as a very weak perturba-
tion to the scattering system. As a consequence, the partial differential
cross-section can be obtained from Fermi’s golden rule. Using this
rule, Eq. 3.4 can be written as follows:

d’o kp( m \2 2
(deEf)i—)f T ki (2nh2) Qs v VIl 0 vl 6 (e + i — E)
(3.6)

where the initial and final quantum states of the system are represented
by v,k is the momentum carried by a neutron, and o 1is the neutron
spin state; V is the scattering potential.

Nuclear scattering

For the scattering due to neutron interactions with a nucleus, scattering
potential is given by this equation:

2nh?
V, (r;) = ”Tb,-é (r;), (3.7)

where b; is the scattering length of the 7" nucleus at position r ;. The
partial differential cross-section of nuclear scattering for a periodic ar-
rangement of nuclei is given as follows:
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d’o kr 1 o . .
=L __ N bbb dr "‘W< lQ'[r./(O)—rjj(f)]>’
(deEf)nuc k; 27771; 3% / © N\
(3.8)

where (...) represents the thermal average. The nuclear potential V),

does not affect the spin state o of the neutron, and thus there is no

. . A2 . . .
neutron spin component 1n (m)nm. Ignoring incoherent scattering

for sake of simplicity, and by defining

N(Q.1) = ) ;e @, (3.9)
J

the partial differential cross section in Eq. 3.8 is written as

d20' kf 1 © .
=1 dre ™ (N(Q,0)NT(Q,1)). 3.10
(deEf)nuc o | e INQONTQD). (3:10)

Similarly, for elastic case, the nuclear differential cross section (Eq.
3.5) can be written as,

do a (2r)3 )
(d_Q)nuC_N Vo Zé(Q_T)lFN(QN’ (3.11)

where N is number of atoms in the crystal, Vj is volume of the unit-
cell, and Fy(Q) the nuclear structure factor. The nuclear structure fac-
tor, summed over over the ions at position d in the unitcell, is give
by,

Fy(Q) = Z bye'QdeWa, (3.12)
d

where e W4 is the Debye-Waller factor, that considers average ther-
mal displacement of the ions around their equilibrium position [42,
43].
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Magnetic scattering

The neutron by virtue of its spin possesses a magnetic dipole moment
Un = —yuno, where y is the neutron gyromagnetic ratio, uy is the
nuclear magneton, and o is the Pauli matrix. Similarly, by virtue of its
spin the electron possesses magnetic dipole moment defined by equa-
tion 2.1. The scattering potential for magnetic scattering due to the
magnetic field B generated at a position R both by the electron spin
dipole moment and by the electron’s momentum p is given by this
equation:

Vi = —YUNMUBO - (3.13)

R3 h R3

VX(s><R)+1p><R

Here the first term represents spin angular momentum and the second
orbital angular momentum. The double differential cross-section for
unpolarized neutrons is given as follows:

dQdEs) ki 2xh QPR

x [ e (@00 (530057 0)

d? k 2 a 1
( o ) _ky (yro) D (60[,/; 0 Qﬁ) 3 2881 Q Q)
mag af Jr’

(3.14)

fj(Q) is the magnetic form factor of the ion j. The neutron magnetic
form factor has a very strong Q dependency. S;’(t) is the @ component
of the magnetic moment of the ion j [44]. It is crucial to note that
the magnetic scattering is sensitive to the components of the moments
which are perpendicular to the momentum transfer Q.

The (deiT%f)mag can be defined in terms of M(Q, ¢) which is the spatial

Fourier transform of the magnetization density M(r, ¢).

d*o Ckpo 1 i .
(deEf)mag "o ) Y (M@0 MI(@n). (19
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The elastic magnetic cross-section for a commensurate structure with a
single magnetic site can be written as,

do (2r)? L2
(d_sz)mag:N Vo Z(pf(Q)e W) Fyi(QP6(Q-7) (3.16)

where f(Q) is the magnetic form-factor for the magnetic ions.

At this juncture I would like to define the polarization factors

Px(Q) = Q X (ex X 6) = (1 - Q\)ZC’ _Qxéy’ _éxéz)
P,(Q =Qx (e,xQ) = (-0.0,,1-0%-0,0:) (.17
PZ(Q) = 6 X (ez X 6) = (_ Axéza _Qyéz, 1 - Q\g)

where Q = Q/Q is a unit vector directed in the direction of the scat-

tering vector [49].

In Chapter 6, during the analysis of the magnetic structures, I will use
these terms to determining the direction of the magnetic moments.

In Equation 3.16 the

Fu.(Q) = Qx |[Fu(Q) x Q|
= P.(Q)F}(Q) + P, (Q)F}, (Q) + P(Q)F Q).

(3.18)

where the magnetic structure factor is given by [49],

Fiu(Q) = (F}(Q), F(Q), Fiy(Q) = > mge’®™  (3.19)
d

3.2 Neutron Scattering Instruments

In this section I briefly introduce neutron diffraction and neutron spec-
troscopy instrumentation.
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There are two distinct ways of producing neutrons at high flux neutron
scattering facilities. One of these is neutron-induced nuclear fission in
a nuclear reactor. The other method is called spallation, where neu-
trons are ejected from a heavy nucleus because of bombardment by
high-energy protons.

3.2.1 Neutron Diffractometer

In this work I present neutron diffraction experiments performed using
E6 [50] and E9[51] at HZB, POWGEN [52] at SNS, and DMC [53]
at PSI. In this section I offer a brief overview of a neutron powder
diffractometer without getting into the specifications.

A diffractometer measures the differential cross-section do-/d€2, by count-
ing the number of neutrons scattered into a small solid angle dQ at an
angle 26 to the direction of the incident beam. Thus a neutron diffrac-
tion experiment can be used to study nuclear or magnetic Bragg scat-
tering. There are two types of diffractometers: angle-dispersive and
energy dispersive procedures. Angle dispersive procedure is typically
operated on a continuous neutron source, whereas the energy dispersive
procedure is implemented in case of pulsed neutron sources. Among
the instruments used in this thesis, E6, E9, and DMC use angle disper-
sive procedures, while POWGEN uses the energy dispersive procedure.
The energy dispersive procedure is also called as time-of-flight diffrac-
tion experiments [45, 54].

Figure 3.3 presents a typical angle dispersive (fixed wavelength) neu-
tron powder diffractometer. In this diffractometer a monochromator
(pyrolytic graphite (PG), germanium, or copper) is used to select a
specific wavelength from a white neutron beam. The collimators are
used to improve beam divergence. These neutrons are then scattered
by sample and the intensity of the scattered beam is measured as a
function of the scattering angle 26 using an arc shaped detector. These
detectors have many channels, each covering a narrow range of scatter-
ing angle. The background neutrons are suppressed using a radial col-
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Figure 3.3: Schematics of an angle dispersive neutron powder diffrac-
tometer.

limator. A typical neutron powder diffractogram is plotted as intensity
vs 26 . It is crucial to note that the resolution of such a diffractometer
varies with the scattering angle. The peaks are broadest at high scatter-
ing angles. Additionally, there are instances of magnetic peaks at low
scattering angle owing to the magnetic form factor.

In the energy-dispersive (fixed angle) procedure a pulsed source de-
livers white neutron beams directly on the sample. Here the neutron
wavelength changes with time, with the shortest wavelength neutrons
arriving earliest. At any given moment in time, Bragg scattering hap-
pens from several lattice spaces, while the scattering angle from any re-
flection only increases with time as wavelength increases. Here the re-
lationship between time-of-flight and wavelength is given by this equa-
tion:

t=252778L A (3.20)

Where t is time-of-flight in uS, L is total flight length in meters, and A
is wavelength in A. In these instruments choppers are used to precisely
define the wavelength band of the beam impinging on the sample. To
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achieve good resolution of the Bragg peaks the moderator is usually
thin, and the flight path is very long. In these instruments to maximize
the count rate there are a large number of position and time sensitive
detectors covering large angles [45, 54].

Of the diffractometers used in this thesis, E6, E9, and DMC are an-
gle dispersive instruments, whereas the POWGEN is a time-of-flight
instrument.

3.2.2 Neutron Triple Axis Spectrometer (TAS)

In this thesis I present results from the cold neutron-TAS at HZB,
called FLEXX-V2 [55].

The neutron triple axis (TAS) is one of the versatile neutron spec-
troscopy instruments. The TAS determines both initial and final neu-
tron energy to calculate the energy transfer AE (=E; — Ey). These
instruments are called triple axis instruments because neutron direc-
tion changes three times from scattering, before detection. First, the
monochromator selects E; from incoming white beam by Bragg scat-
tering at 260y, next the sample scatters the beam by scattering angle
26, and finally the analyzer determines Ey by Bragg scattering at an-
gle 264.

Figure 3.4 presents the schematics of a typical TAS. The TAS is placed
away from cold or thermal neutron sources and the neutrons are trans-
ported via a neutron guide such that the stray background is lower.
This beam is directed by monochromator to select the neutron energy.
Beryllium filters are used to avoid higher order scattering. The neutron
beam is scattered by the sample (single crystals). The analyzer selects
the final neuron energy by Bragg reflection. The neutrons are collected
by the single detector [45, 54].

Typically, in a TAS the data is collected point by point, unless a multi-
channel analyzer is used. The TAS can be adjusted to measure any
scattering vector Q and energy transfer AE by selecting three scatter-
ing angles 26,,26, and 264 and vertical rotation w of the sample.
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Figure 3.4: Schematics of a typical neutron triple axis spectrometer.

Typically, either incident or final energy is fixed to arrive at AE and 2
dimensions of Q by manipulating four angles.

3.2.3 Neutron Time-of-flight Spectrometer (TOF)

In this thesis I present the results from a MAPS [56] spectrometer
at ISIS and D7 at ILL [57], a diffused scattering spectrometer with
XY Z—polarization analysis.

In this technique either initial or final energy needs to be selected, us-
ing either Bragg reflecting crystals or choppers. Thus the TOF spec-
trometers can be divided as direct geometry and indirect geometry
spectrometers. In direct geometry spectrometers the incoming neutrons
are monochromized by chopper systems and the time-of-flight is used
to determine final energy E;, Whereas in indirect geometry spectrom-
eters the sample is hit with a white beam and scattered neutrons of
particular energy (Ey) are selected using analyzer. Finally, the E; is
determined by time-of-flight [45, 54].
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Figure 3.5: Schematics of a typical direct geometry neutron time-of-
flight spectrometer.

Figure 3.5 presents the schematic representation of a direct geometry
TOF spectrometer. In case of TOF spectrometers the detectors are typ-
ically meant to cover a large range of scattering angles. The detectors
record the angular position of the scattered neutrons and the time at
which they are counted. The time is used to obtain the final neutron
energy, while the time and detector position define Q [45, 54].

3.3 Muon Spin Relaxation

Polarized muon spectroscopy is a complementary technique to neutron
scattering. Polarized muons provide another avenue to probe magnetic
systems without applying a magnetic field. The muons can be used as
highly sensitive local probes to study magnetic order and fluctuations.
Polarized muons implanted in the sample are influenced by the local
magnetic environment, which determines the muon depolarization. By
studying the time evolution of muon polarization, one can understand
the nature of the magnetic environment in the muon’s vicinity. The os-
cillations in muon time spectrum provide information on the magnitude
and direction of the local field, while the damping of muon polariza-
tion provides information on the dynamics.
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3.3.1 Muon Production

Muons can be produced from various high-energy processes. However,
polarized muon spectroscopy requires low-energy muons. Accelerated
protons, p, are collided into a target made of light elements such as
carbon or beryllium. This results in a pion, m, that decays into a
muon. This process is summarized below, wherein n represents neu-
trons:

p+tp—op+n+na’ (3.21)

Based on how the proton is accelerated, there are two ways to produce
muons: (quasi-) continuous sources based on cyclotron and pulsed
muon sources based on the synchrotron. Each has its strengths and
limitations. TRIUMF and PSI are (quasi-) continuous muon sources
that have high timing resolution, whereas ISIS and J-PARC are pulsed
muon sources with high data rates and can measure for longer times
[46, 47].

The n* thus produced is short-lived and decays into u* and muon neu-
trino v,,.

nt - ut+ Yy (3.22)

The n* has zero spins, and the v, has definite helicity h = -1. As a
consequence of conservation of angular momentum, y* is fully spin-
polarized with spin direction opposite to its flight direction. Such muons
are called surface muons because they are typically generated from pi-
ons decaying at rest in the surface layer of a target. These muons usu-
ally have an energy of ~ 4.2MeV. The u* then decays into a positron,
neutrino, and muon antineutrino.

w— et v+, (3.23)
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This positron is also correlated with the angular momentum of the
muon. Here, the positron with maximum energy takes the angular mo-
mentum of the decaying muon, since the right-handed muon antineu-
trino and left-handed electron neutrino angular momentum cancel. The
angular distribution of emitted positrons with respect to the muon spin
at the time of decay is given as follows:

N(6) = No(1 + Bcos ) (3.24)

where 8 = 1 for the maximum possible positron energy (52.8MeV) and
B = 1/3 when averaged over all possible energies. Thus, by observing
a substantially large number of decay events, the time-dependence of
the spin-polarization of an ensemble of muons may be deduced. The
emitted positrons are detected by an array of detectors or two detec-
tors, based on pulsed or continuous sources respectively, placed in the
forward and backward direction for Longitudinal field measurements
[47].

3.3.2 Muon Precession and Relaxation

In a polarized muon experiment, one is interested in the time evo-
lution of muon polarization. Considering a muon initial polarization
along the z-axis in magnetic field B, its spin will precess around B
with Larmor frequency w = 7y,B, where the gyromagnetic ratio is
Yu = 2m X 135.5MHz/T. The time evolution of its z-component of
polarization P,(t) is then given by this equation:

P.(t) = cos® 6 + sin” 6 cos wt (3.25)

Where 6 is the angle between B and the z-axis. The powder average
is given as follows:

1 2
P.(1) = 3+ 308 (y.Bt) (3.26)

1/3 denotes the fraction of spins parallel to the initial muon polariza-
tion, which therefore do not precess.
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3.3.3 Longitudinal and Zero field "SR

In this report, DOLLY, GPS [58], and LTF instruments from PSI, and
EMU [59] instrument from ISIS were used.

In the Longitudinal field u*SR measurements, the detectors are ar-
ranged in forward (behind the sample) and backward (front of the sam-
ple) directions, as shown in Figure 3.6. The polarization is measured
directly by observing the relative counts of the forward and backward
detectors using the asymmetry function.

_ Ns(1) — aNe(1)
- Np(1) +aNe(1)
where Np and Ng denote the number of counts in the forward and
backward detectors respectively and ‘e’ is the calibration constant. ‘@’
is usually determined experimentally by applying a very small trans-
verse field. Note that A(7) = agPz(t) where ag is initial asymmetry
and Pz(t) is polarization.

A(t) (3.27)

In the Longitudinal Field Muon Spin Relaxation (LF-u*SR) experi-
ment, an external magnetic field is applied parallel to the initial direc-
tion of the muon spin polarization. Here one measures the time evo-
lution of the muon polarization along its original path. Additionally,
with the same experimental setting, Zero Field Muon Spin Relaxation
(ZF-u*SR) can be performed in the absence of an external field. ZF-
1SR is a very sensitive method of detecting weak internal magnetism
that arises due to ordered magnetic moments or random fields that are
static or fluctuating with time. The capability of studying materials in
zero external fields gives u*SR a unique edge over other techniques
[46, 47].

3.4 Density Functional Theory

Density functional theory (DFT) is one of the forerunner in ab-initio
electronic structure calculations. Calculating the total electronic energy
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Figure 3.6: Experimental setup of Longitudinal field geometry. Reused
from Ref. [60] with permission.© Jeff Sonier.

via the many-electron Schrodinger wave equation is a near-impossible
problem due to the several interactions that need to be taken into ac-
count. However, DFT overcomes these shortcomings by considering
the many-body system as a functional of electron density. In this re-
gard, Hohenberg and Kohn proposed two theorems that laid the foun-
dation for DFT.

1. The external potential Vi 1s uniquely determined by the ground
state electronic density n(r), and the total energy E without the
external potential energy contribution is a unique and universal
functional of n.
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2. The exact ground state density no(r) minimizes the total energy
functional E[n] in the space of all possible functions n(r).

Thus the energy of the many-body electronic system can be rewritten
as follows:

E[n] = F[n] + / drVex (r)n(r) (3.28)

Where F[n] is a universal functional (independent of the external po-
tential), and the many-body ground state density minimizes the energy
E[n]. As a consequence of the first theorem, all properties of the sys-
tem can be determined, in principle, by just knowing the ground state
density alone. The second theorem suggests that approximations to E
and n can be found variationally.

Kohn and Sham suggested that instead of optimizing the E[n] with
respect to the density, an auxiliary system of noninteracting electrons
can be considered as in the Hamiltonian, as follows:

2

. i
Hys = =3 V2 + Vks(r) (3.29)

e

satisfying

hZ
[— V2 + Vs (1) | ¢i(r) = €¢i(r) (3.30)

2m,

with the N lowest-lying solutions having a corresponding ground state
density given by this equation:

N
n(r) = ) 160 (3.31)

The ground state density of the interacting system can be expressed in
terms of the Kohn—Sham orbitals: Here, one can optimize the energy
functional E[n] with respect to the ¢; instead of the density. Thus,
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one can write the universal functional in terms of the non-interacting
system as follows:

F[n] = Tgs [{¢:i}] + Exs[n] + Exc[n] (3.32)

Where Txs is Khon—Sham kinetic energy and Hartree energy Epy is
given by this equation:

n(r)n (r’)

(3.33)
r—r|

1
Exs [n] = E/dl’dl”

The exchange-correlation term Exc[n] contains all the parts of the uni-
versal functional that are not captured by the noninteracting kinetic
energy and Hartree energy. By defining the Hartree potential Vggs and
exchange-correlation potential V(= %), the Kohn—Sham equations
can be written as follows:

1
—Evz + Vexe (1) + Vis () + Ve | ¢n(r) = €0, (1) (3.34)

Where the Kohn—Sham potential Vkg is given by the functional deriva-
tive of the total energy functional Exg[n] with respect to the elec-
tron density, and it is the sum of the true external (nuclei) potential
and an effective one-electron potential which replaces the electron—
electron interaction. Various approximate functionals, such as the lo-
cal density approximation (LDA), generalized gradient approximations
(GGA), and hybrid functionals, are used for V.

Many different approaches have been proposed to solve the Khon—
Sham equation. In this study, Planewave-Pseudopotential approach
as implemented in Quantume Espresso [61] and the all-electron
approach (APW+lo) as implemented in WIEN2k [48, 62] were used
based on the required accuracy and computational resources.
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4 Magnetization Reversal in Co,VO,

This chapter is devoted to the study of magnetism in Co,VO,. This
project was initially conceived by D. Vaknin and later taken over and
supervised by R. Toft-Petersen. D. Vaknin’s group synthesized the
sample at the AMES lab as described in Ref. [63]. K. Siemensmeyer
measured the bulk properties. The zero-field neutron diffraction mea-
surements were performed by C. M. Naveen Kumar and P. Das. The
theory calculations were performed by C. Bhandari and D. Paudyal. 1
was involved in neutron scattering measurements in the applied field
with R. Toft-Petersen and A. Hoser and u*SR measurements with S.
Cottrell. D. L. Quintero Castro and R. Toft-Petersen provided support
with analysis of bulk and neutron data. I analyzed and interpreted all
the experimental data and wrote the manuscript (excluding the theory
section).

This chapter discusses magnetism and the underlying physics involved
in magnetic compensation in Co;VOy.

4.1 Spinel Vanadate family

The spinel family consists of a large group of compounds having the
general formula AB, X, (Fig. 4.1) [64] with the same crystal struc-
ture as the homonymous mineral. Typical spinel compounds consist
of anions ‘X’( either 02_, SZ_, or Sez_) and cations ‘A’ and ‘B’ that
can be accommodated by various transition-metal or rare-earth ions.
The spinel structure is usually cubic at ambient temperature, contain-
ing eight formula units, i.e., 8 A-, 16 B-, and 32 X-. Typically, A-site
cations have tetrahedral crystal field environment, while B-site cations
form an octahedral environment. In addition to normal spinels of type
ABj Xy, one can also find inverted spinels of type B(AB)Xy (Fig. 4.2)
[64], where 50% of the B-sites are occupied by the same ion as the
A-site.
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b
I ° A — tetrahedral site o B — orthorhombic site
Figure 4.1: Spinel AB, X4 with tetrahedral A-site and octahedral B-site.

Co,VO4 belongs to an exciting family of spinel vanadates. Mem-
bers of this family, such as MnV;,04, FeV,04,and CoV;,04, have been
known to host interesting physics ranging from structural and orbital
to magnetic ordering [65-68]. Additionally, CoV,04 has been a crit-
ical focus in the study of orbital glass physics [69], and "ice rules"
have been realized in MnV,0,4 and FeV,0,, with canting of Vanadium
spins making 65.12° and 54.7° with respect to the c-axis respectively
[65, 66].

Inverse spinel systems are known to host unique physics as well. It
was in Fe;O, where the metal to insulator transition (‘Verwey transi-
tion’) was first discovered [70, 71]. Phil Anderson discusses structural
ordering in Fe;O,4 which later led to conceptualization of spin-ice [72].
K. P. Belov proposed the ‘weak magnetic sublattice’ model to explain
low-temperature anomalies and compensation behavior in some sys-
tems such as Fe3zO4[71, 73]. He proposed that the low-temperature
magnetization compensation in Fe3Oy4 is due to the formation of weak
sublattice by the hopping electrons. As the temperature is lowered, the
hopping electrons tend to localize, with their net magnetization going
antiparallel to the system, which decreases the net magnetization of the
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° A — site ° B —site: Co/(V/Ti/Sn)

Figure 4.2: Spinel AB,X,4 with tetrahedral A-site and octahedral B-site.

system.

Additionally, other inverse spinels such as Co3z04, C0o2SnO4, and Co,TiO4
have been extensively studied for magnetization reversal and hosting

a semi-spin glass phase [74-76]. On the other hand, inverse spinel
vanadates have been less scrutinized for magnetism, unlike their spinel
counterparts and other inverse spinel cobaltates. Nevertheless, Co,VOg4
and Fe,VO, are extensively studied for battery and catalytic applica-
tions [77, 78].

Magnetization reversal (MR) is a crossover of magnetization from a
positive value to a negative value as a function of temperature below
the magnetic ordering temperature of the material, as shown in Figure
2.2. The MR phenomenon most commonly manifests as compensation
between negatively coupled ferromagnetic sublattices [35].

The MR in Co,VO4 was first reported by Menyuk et al.[2] in the
60s (Fig. 2.2). They observed a sign change of the magnetization
as a function of temperature in the applied magnetic field of 0.07 T
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around 70 K. Along with the MR phenomenon, they also saw ferri-
magnetic ordering at Tc =158 K. To explain the observed magnetiza-
tion, they identified five possible magnetic interactions based on cation
distribution Co?*[Co**V**]0y. Using phenomenological Goodenough—
Kanamori rules, they hypothesized the relative strengths of the interac-
tions as follows:

* The A- B interactions involving only Co”* ions are the strongest
interactions, irrespective of their spin canting. In this case A — B
interaction has a negative sign (Antiferromagnetic interaction).

« If A - B interactions involving Co’*~O-V* and B — B inter-
actions involving V#—0O-V*# are of comparable strengths, then
the vanadium ions undergo canting, resulting in a net moment.

Menyuk and his coworkers also speculated that the observed MR could
be due to canted vanadium with net moment antiparallel to that of
the cobalt ions on the A- site, but with different temperature depen-
dence. We approached this old problem to answer the following ques-
tions:

1. Is the canted vanadium with net moment antiparallel to cobalt
ions the cause of MR; i.e., does the vanadium ordering at a dif-
ferent temperature than the Cobalt ions tip the balance and cause
compensation?

2. If the above is true, what could be the fundamental reason for
such behavior by the Vanadium spins?

3. What is the effect of an applied magnetic field on MR phenom-
ena; i.e., is the observed MR magnetic field a field induced phe-
nomenon or a temperature-dependent phenomenon?

4.2 Manuscript: Summary

The magnetism in Co,VO, is probed with neutron diffraction, mag-
netization, and muon spin relaxation measurements, supplemented by
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density functional theory (DFT) calculations. The magnetization mea-
surements reveal three main temperature anomalies, beginning with the
collinear ferrimagnetic transition at 7¢ followed by non-collinear tran-
sition Tnc and finally MR crossover at Tyr. The neutron powder
diffraction and subsequent magnetic structure refinement unveil two
antiparallel ferromagnetic sublattices, belonging to magnetic ions on
two distinct crystal lattice sites, where the relative balance between the
two sublattices determines the net ferromagnetic moment in the unit
cell. As the evolution of the ordered moment with temperature differs
between the two sublattices, the net ferromagnetic moment reaches a
maximum at 7Tnc and reverses its sign at Tyr.

The DFT results suggest that the underlying microscopic mechanism
for the reversal is a delocalization of the unfilled 3d electrons on B
sublattice just below T¢, followed by a gradual localization as the tem-
perature is lowered. This delocalized-localized crossover is supported
by muon spectroscopy results, as strong 7T;-relaxation observed below
Tc indicates fluctuating internal fields.

4.3 Co,VO4 Atomic Structure

Rietveld refinement of neutron diffraction and XRD data (at 300 K) of
the synthesized Co, VO, confirm the cubic Fd3m symmetry. The nu-
clear structure at 300 K was verified by D. Vaknin’s group at AMES
lab. However, impurity phases were not identified. The neutron pow-
der diffraction (NPD) was performed with the time-of-flight powder
diffractometer POWGEN at SNS, ORNL. The measurements were car-
ried out with neutrons of central wavelengths of 1.333 and 3.731 A
for the respective frames, with a bandwidth of ~1 Aat 60Hz chopper
frequency. The sample was loaded in a vanadium can which was at-
tached to the cold end of a cryostat to reach temperatures in the range
2 <T <300 K.

Neutron powder diffraction in the applied magnetic fields was per-
formed using E6 and E9 diffractometers at the BER II reactor at the
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Figure 4.3: Neutron diffraction patterns and fits from the Rietveld re-
finement. The asterisk indicates impurity peaks. Measure NPD patterns
(a) T =300 K and (b) T = 2 K corresponding to the data collected with
center wavelengths 3.731 A. (a) insets show evolution of incommensu-
rate magnetic impurity peak (Q=1.28A"1) of CoO.

Helmholtz-Zentrum Berlin. Powder sample amounting to 3.5g was
dispersed in the deuterated methanol-ethanol mixture, which freezes
into an amorphous glass upon cooling and fixes the powder orienta-
tion while applying a magnetic field. The E6 diffractometer was used
to perform the temperature scans ranging from 15-200K with an ap-
plied magnetic field of 0.25T and 2T with wavelength 2.44 A and the
E9 diffractometer was used to perform temperature scans ranging from
50-250K with an applied magnetic field of 0, 0.05, and 0.5T with
wavelength 1.81 A following field cooled protocol.

4.3.1 Impurity Phases

In neutron diffraction data at 300 K below 3.5 A‘l, four peaks were not
identified by the cubic Fd3m phase of Co,VOy, i.e., 2.56, 2.66, 2.94,
and 3.03 A~'. On further investigation we found that the peaks at 2.56

46



Magnetization Reversal in Co,VO,

and 2.94 A~ originate from CoO, which is an unused precursor in
the synthesis process. Here CoO structural phase is identified as cubic
225.Fm3m, The peak 2.56 A~! is indexed as (111) and 2.94 A~! as
(200) with respect to spacegroup Fm3m.

The temperature evolution of neutron diffraction patterns shows an-
other interesting impurity. A peak centered at Q=1.28A"! posed chal-
lenges in indexing neutron diffraction patterns (Fig. 4.3). This peak
absent at 300 K starts to emerge and evolve below ~ 250 K. The pres-
ence of this peak at low-Q and its proximity to the (111) (Q:1.3A‘1)
reflection makes understanding this peak crucial to arrive at a good
magnetic structure refinement.

We propose that the peak at Q=1.28A~! in neutron diffraction data
originates from the incommensurate magnetic structure of CoO. The
magnetic structure of CoO has been debated for more than half a cen-
tury [79, 80]. However, basis vector belonging to irreducible repre-
sentation (I'6) consistent with propagation vector k = (1/2,1/2,1/2)
and 225.Fm3m resolves emergence of the peak at Q=1.28A"! in the
diffractogram. The basis vector was found using BasIREPS[81].

Additionally, low-temperature heat capacity anomalies have shown the
formation of Co3V;,0g (discussed in the next section). Formation of
this phase explains occurrence of peaks 2.66 and 3.03 A~1. The Co3V,04
exists as orthorhombic 64.Cmca [82, 83]. Co3V;,0g undergoes transi-
tions only below 11K [84, 85].

4.3.2 Structural Transition

The spinel vanadate family is known to exhibit several successive struc-
tural transitions along with magnetic transitions[65, 86]. These struc-
tural transitions are interlinked with the orbital ordering as well. In the
case of spinel counterpart CoV,0,, two such structural transitions are
reported [68]. In this regard, it is crucial to look for such transitions
in this system. In CoV,QOy, structure transition from cubic phase to
tetragonal phase is marked by broadening of the (400) peak.
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Figure 4.4: Temperature dependency of peak positions of (a) (400),
(b) (222), and (c) (111). The color scheme represents the intensity
scale. The scattered points represent the peak center obtained from
peak fitting.

We do not observe any structural transition in our neutron diffrac-
tion data, unlike in the spinel counterpart. However, such structural
transition cannot be ruled out, as the detection of these tiny distor-
tions is limited by instrument resolution. On the other hand, Figure
4.4 presents temperature-dependent shifting of peak positions of (400),
(222), and (111). The shifting of peak positions saturates at ~40 K.
The shifting of peak positions indicates a uniform shrinking of the cu-
bic unit cell.
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4.4 Bulk Properties

In this section, I report the preliminary bulk characterization of Co,VOy .
In the first part I describe magnetization vs. temperature reported in
the manuscript, then anomalous hysteresis, and AC-Susceptibility re-
sults followed by metamagnetic behavior observed with heat capacity
measurements.

4.4.1 Magnetization vs Temperature

Magnetization as a function of temperature was measured in field cooled
(FC) and zero fields cooled (ZFC) measurements, with various applied
fields in the range 0.03-8 T (Fig. 1 in the manuscript). The magneti-
zation results show four temperature anomalies: the drastic increase in
magnetization at 7¢ (C-Collinear), onset of a decreasing magnetization
at Tne (NC- Non-Collinear), magnetization reversal at Tyr, and finally
low-temperature upturn in magnetization. Low-temperature upturn can
be linked to the impurity phase originating from Co3V,o0g.

We have also established a considerable deviation between FC and
ZFC measurements, which disappears completely with higher applied
fields (~5T). Most significantly, the observed magnetization reversal
gets quenched in applied fields higher than ~0.25T.

4.4.2 Magnetic Hysteresis

Figure 4.5 shows the magnetic hysteresis curves at selected tempera-
tures, T =5, 15, 75, 140, and 220 K. The hysteresis loops vary greatly
over the range of temperatures. At the highest measured temperature
(220 K), the expected paramagnetic behavior is observed, which is fol-
lowed by a transition to the ferrimagnetic phase at 140 K, reaching a
saturated moment of ~ 0.4up at 4 T. However, it shows negligible hys-
teresis with the coercive field (H, = 0.1T). Close to Ty, the system
behaves very similarly to the paramagnetic phase, except for a small
degree of hysteresis.

49



Magnetization Reversal in Co,VO,

0.15 1

0.00

Field (T)

Figure 4.5: Magnetic hysteresis measurements at specified color-coded
temperatures. The loops have been offset by 0.5 ug/ f.u. for clarity.
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As the temperature is lowered, the system shows a pronounced hys-
teresis loop with a large H. at 15 K. At this temperature, the observed
curve resembles a “potbelly”(PB) shape. In such hysteresis loops, width
becomes broader as the magnetization goes to zero and then closes
down again at higher fields [87].
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Figure 4.6: The temperature variation of coercive field (a) H. and re-
manence magnetization M,

Upon further cooling down to 5K, an unusual curve resembling a
“wasp-waist” (WW) feature is observed. In this case, loop width nar-
rows as the magnetization goes to zero and then opens up [87]. In
general, such hysteresis loops are observed in mixed magnetic systems
where they develop due to change in spin-exchange coupling between
the cations [87-89]. Bennet et al.[87] have shown that WW loop can
be obtained from two ferromagnetic sub-systems that are coupled op-
positely, with one of them having a larger coercivity than the other,
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and potbelly loop can be obtained from two oppositely coupled ferro-
magnetic sub-systems, where one of them has a smaller switching field
distribution and higher coercivity than the other.
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Figure 4.7: Temperature dependence of ac magnetic susceptibilities (a)
¥ (T) (b) x"(T) of CoyVO, measured at various frequencies between
33 Hz and 10kHZ; measured under FC protocol.

The PB and WW shapes are commonly spotted in single-domain/ su-
perparamagnetic (SD/SP) systems. In this case, wasp-waisting loops
require an SP contribution that saturates quickly, with a steeper initial
slope relative to the SD, whereas the potbellied loops require a shal-
lower slope [90]. However, the Co,VO,4 sample used in theses mea-
surements is polycrystalline, and loops do not exhibit squareness as
in Ref. [90]. Therefore, the possibility of a single domain can easily
be discarded. However, similar features in hysteresis have also been
spotted among frustrated systems as well. There are several frustrated
systems where chemical disorder in a system induces magnetic frus-
tration, which is originated due to competition between negative and
positive exchange coupling [91, 92].

In this sample, Co3V,0g, one of the impurity phases in this sam-
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ple (discussed in the next section), could be the reason for observed
hysteresis. The Co3V;,0g is popular frustrated system known for its
Kagome structure. This system exhibits meta-magnetic anomalies at
11K and 5K [84, 85]. We conclude that PB and WW shapes of hys-
teresis could be due to the coexistence of the impurity phase.

Coercive field H, and remanence magnetization M, are shown in Fig-
ure 4.6. The standard definition of coercivity is given by H. = (H*—H™)
/ 2, where H* and H™ are the magnetic field values for which M = 0.
The remanence M, is the magnetization value at H= 0.
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Figure 4.8: Temperature dependence of real part of ac magnetic sus-

ceptibilities y (7) measured with applied field 0.05, 0.5, 1T and
f=77 Hz under FC protocol.

4.4.3 AC-susceptibility

The AC susceptibility measurement was performed on a powder sam-
ple pressed in the form of pellets, with an applied field of 0.05T in
FC. Both x'(T) and y (T) show an anomaly, i.e., peak centered at
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~ 6 K. This peak has a small frequency dependency in case of both
x (T) and y"(T) (Fig. 4.7). Typically, such anomalous behavior is
associated with a glassy transition [75]. Moreover, as shown in Figure
4.8, this peak moves toward higher temperature in the applied mag-
netic field, indicating that there is a field dependency associated with
this anomaly.

4.4.4 Heat Capacity

However, similar meta-magnetic behavior is observed in heat capacity
measurements of CozV,0g at 11 K and 5K [84, 85]. We conclude that
the observed low-temperature behavior could have emerged from the

impurity phase.
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Figure 4.9: Heat Capacity C, as a function of temperature at applied
fields in range 0—1 T. At low temperatures (2K-20K) there is a field
dependent transition presented as C, /T vs T for better visualization.

In Figure 4.9, the heat capacity of the powder sample pressed in as
pellets is presented. This was measured in applied fields O, 0.5, 1T.
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The anomaly observed at high temperature coincides with 7¢(=168 K)
observed with magnetization measurements. Such a feature in heat
capacity is termed as A-anomaly(at T, ), which is a clear signature
of second-order phase transition. In the applied fields, this anomaly
broadens. No anomaly was observed at Tnc(=148 K) or Tyr(=65 K).
Moreover, since the sign change in magnetization is a crossover phe-
nomenon, no anomaly was expected at Tyyg. However, there are more
chances of spotting an anomaly at Tnc if phonon contributions could
be subtracted from C,.

1.0 1 .
0.8 .

0.6 .

B (T)

0.4 1
0.2 1

0.0 1 .

6 7 8§ 9 10 11
T (K)

Figure 4.10: Phase diagram produced from heat capacity measure-
ments. Dashed line indicates extrapolation.

At low temperature (T < 20K) in zero field, two anomalous features,
one at # 6 K (Tg,) and the other at ~ 11K (Tg,), can be spotted. As the
applied field increases, both the anomalies move towards each other
and finally merge at 10 K. Figure 4.10 shows a phase diagram con-
structed from capacity data as a function of temperature and applied
magnetic field. This figure shows the merger of two anomalies, as dis-
cussed earlier. It is intriguing to note that the AC susceptibility shows
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the shifting of 7;,, while no signs of Ty, can be spotted. These are the
anomalies observed in the impurity phase CozV,0g [84, 85].

4.5 Magnetic Structure Determination

This section describes how we arrived at the magnetic structure using
irreducible representations and magnetic space groups.

4.5.1 Basis Vectors and Irreducible Representations

In order to restrict the refinement of the neutron powder data, we ex-
clude the irreducible basis vectors, on both the A-and B-sites, that are
inconsistent with the strongest observed peaks in the powder diffrac-
tion pattern. The basis vectors consistent with Fd3m and propagation
vector k = (0,0,0)), found using BasIREPS [81] and SARAK[93], are
presented in tables 4.1 and 4.2.

Tab_le 4.1: Irreducible representation(IR) belonging to A-site (8b) for
Fd3m and propagation vector k = (0,0, 0).

IR BVs (3/8, 3/8, 3/8) (1/8, 5/8, 1/8)

g 001 001
Ty, (1 00) (100)
V! (010) (010)
Ya 001 00-1)
7 s (1 00) (-1 0 0)
Ve 010 (0 -10)

In tables 4.3 and 4.4, magnetic structure factors computed for corre-
sponding basis vectors for A- and B-sites are presented. The I'10 basis
vector for A-site constitutes ferromagnetic basis vectors in three or-
thogonal directions. Since the three directions are indistinguishable in
a cubic symmetry, we have presented a normalized magnetic structure
factor in the manuscript after averaging over three orthogonal direc-
tions.
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Similarly, in case of B-site, in I'10, the ferromagnetic basis vectors,
i.e., ¥1,¥3 s, and the anti-ferromagnetic basis vectors, i.e., Y204 ,We,
are in three orthogonal directions. Similar treatment as explained ear-
lier is applied to these sets as well.

Table 4.3: Magnetic structure factors computed are presented as |Fji;|?
(normalized) for the magnetic reflections (hkl) using Basis vectors
(BVs) of the Irreducible representation(IR) belonging to A-site.

IR BVs Fii1 Fao Fao Fsz1 Fazz Fapo
Y1 045 0.63 1 026 0.34 0

o ¢, 045 0 0.5 0.14 0.14 0
vy 045 063 0.5 0.14 0.34 0

vs 0 0 0 0 0 0

0

0

7 vs 0 0 0 0 0
v%¢ O 0O 0 0 0

Table 4.4: Magnetic structure factors computed are presented as |[Fx;|
(normalized) for the magnetic reflections (hkl) using Basis vectors
(BVs) of the Irreducible representation(IR) belonging to B-site.

IR BVs Fii1 Fao Fao Fzz1 Faxz Fogo
w1 0.23 0.63 0 0.13 0 0
Yo 0.03 0 0 0 0 0

rno ys 0.23 0 0 0.07 0 0
vy 0.08 0 0.03 0.04 0.02 0.08
vs 023 0.63 0 0.07 0 0
ve  0.08 0 0.03 0.04 0 0

Y7 008 0 006 O 0 0
I'7 yg 02 0 003 0.04 0.03 0.08

Yo 0.2 0 003 004 O 0
e ¢, 032 0 006 0.09 003 0.11

Y11 032 0  0.06 0.09 0.03 0.11
I's i 002 0 0 004 001 0.05
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4.5.2 Magnetic Space Groups (MSGs)

The magnetic structure was independently arrived at using magnetic
space groups approach. In this regard, k—SUBGROUP SMAG and MAXMAGAN
[94] tools provided in connection with Bilbao Crystallography Server
were used [95].

Figure 4.11: Graph obtained with k—SUBGROUPSMAG [94] of all pos-
sible magnetic symmetries for a magnetic ordering with propagation
vector k = (0, 0, 0) in a structure with space group Fd3m and Wyck-
off positions 16¢ and 8b. This listing is limited to only maximal sub-
groups.

Graph 4.11 shows only maximal subgroups corresponding to parent
space group Fd3m and single propagation vector k = (0, 0, 0) corre-
sponding to Wyckoff positions 16¢ (B-site) and 8b (A-site). We could
identify these system orders according to 141.557.14;/am’d’ (represen-
tation mGM4+).

4.5.3 Zero Field NPD Refinement

The temperature scans of neutron powder diffraction (NPD) in zero-
field measurements reveal major magnetic reflections such as (111)
and (220) ordering at 7¢ and single (200) reflection ordering at Tnc.
In order to understand the origin and behavior of said magnetic reflec-
tions, reasonable magnetic structure models that are consistent with the
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propagation vector k = (0,0,0) were identified using representational
analysis approach and magnetic structure factor computation (and from
MSGs). Incidentally, the identified magnetic structure is consistent
with the magnetic structures of other spinel vanadates. All the basis
vectors identified belong to IR I'10 for both A and B sites. The mag-
netic structure thus determined is constituted of ferromagnetic basis
vector on A-site, a,///l4 (FM), and combination of ferromagnetic lﬁ%; (FM)
and anti-ferromagnetic w%(AFM) bais vectors on B-site, represented as
follows:
My = facEmy - 4.1)

Mg = HB(EM) -V b+ HBAFM) - Vs 4.2)
Where M 4 and Z\ZB are magnetic structures of A and B sublattices.
HMAFM)> MB(FM), and up(apm) are lengths of the moments that need
to be refined with respect to neutron diffraction data. Here, wé(AFM)
always lies in the plane perpendicular to a,l/}g (FM). The computed struc-
ture factors suggest that ordering (200) reflection originates from w%(AFM).
Thus, emergence of (200) reflection at Tnc indicates canting of spins
on B-site. However, the (200) reflection is an order of magnitude
smaller than (111). Thus we expect the B-site moments to undergo
only a tiny canting.

The zero field neutron diffraction data in range 2-300K were used
to refine lengths of the moments in Eqs. 4.1 and 4.2. The sign of
refined moment lengths shows that A and B sub-lattices are antiferro-
magnetically coupled, which is consistent with expected ferrimagnetic
ordering. Since the net contributions from ¢12;(AFM) cancel out, total
moment Lo can be considered simply as scalar sum of FM moments
from A and B subalattices, represented as follows:

Htotal = HA(FM) + MB(EM) 4.3)

The a1 as a function of the temperature follows low field magnetiza-
tion perfectly. Thus, the observed magnetization reversal comes up as a
relative balance between two sublattices, indicating that the magnetiza-
tion reversal phenomenon can be observed without applying magnetic
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fields. Furthermore, temperature dependency of p, obtained from
the refinement of neutron diffraction results in the applied field of 2T
shows the killing of magnetization reversal phenomena. In this case
HMAarM) 1s consistently longer than ugew) at all temperatures.

It is important to note here that individual magnetic contributions from
B-site ions could not be distinguished decisively from the diffraction
data. Thus the prominent role of Vanadium ordering as the cause for
magnetization reversal as predicted by Menyuk ef al.[2] cannot be
tested.

4.5.4 Refinement of NPD Data in Magnetic Field

The neutron diffraction data in applied magnetic field from E6 and
E9 were refined using the same model as zero-field but without the
w%(AFM) basis vector. As explained before, the reflection (200) is
associated with the ordering of the wé(AFM) basis vector. However,
the (200) falls exactly on the diffused background originating from the
ethanol-methanol mixture, which is used for sake of fixing the crystal-
lites while applying magnetic fields. Thus the tiny peak (200) cannot
be refined unambiguously. Accordingly, for field data the following
model was used.

My = taEm) Wy 4.4)

Mp = HUB(FM) Wy 4.5)

Figure 4.12 presents refined neutron diffraction data measured at 2T
and 140K using E6 diffractometer with 1 = 2.66 A. The net mag-
netic moment calculated using Eq. 4.3 follows a similar trend as the
magnetization measured with fields above 0.25T. In this case, the A
sublattice moments are consistently longer than the moments of B sub-
lattice.
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Figure 4.12: Neutron-diffraction patterns measured on E6 at 2T and
140K with wavelengths 2.44 A and fits from the Rietveld refinement.
The asterisk indicates impurity peaks.

4.6 Muon Spin Relaxation

The EMU spectrometer at ISIS Neutron and muon source was used to
perform ZF-u*SR and LF-u*SR measurements on the polycrystalline
Co,VO4 sample. The polycrystalline Co,VO4 sample amounting to
2.5g was placed in a titanium holder with an observation window of di-
ameter 24mm. The silver mask was used to reduce the background.

The detector efficiency parameter ‘@’ was determined by performing
weak transverse field measurement at high temperature, i.e., at T =
283K, a weak transverse field of 2mT was applied to determine the
‘@’ = 1.0402. Asymmetry A(t) is given by Eq. 3.27.

The ZF-u*SR temperature scans were performed at various temper-
atures in 10K-250K.The LF-u"SR measurements were performed at
250, 125, 75, and 10K with applied fields of 5mT, 5S0mT, 0.2T, and
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0.3T. In figure 4.13, the Asymmetry spectra are presented. For the
reader’s attention, it is crucial to note that in the manuscript the results
are presented in terms of polarization instead of asymmetry for ease
of interpretation, where A(0) = 0.24 equates to full polarization, i.e.,
P, (0) + P, (0).

0.14 0.26
0.24 3
—— 10K g&& —— 140K
—— 70K 0224 % —— 160K
0.12 - —— 90K ] 3% —— 170K
—— 140K 0.20 B 250K
< < ] %\
N < 0.18 4 .
z e ‘
© 0.10 d B 0.16 4
g | &
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= >0.14 -
< 3| <€ |
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0.08
0.06 0.06
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(®)

Figure 4.13: Representative ZF-u*SR Asymmetry vs time spectra for
Co,VOy4 polycrystalline sample.(a) T < 160K . (b) 140K < T < 250K.

Normalized sample polarization when muons are stopped in the sam-
ple as a function of temperature for ZF-u*SR follows the magnetiza-
tion results. However, interesting insights come from the relaxation
rate ‘A’ as a function of temperature. The relaxation rate is maximum
in the proximity of Tnc. As the sample is cooled, the ‘A drops sig-
nificantly, i.e., strongest 7;-relaxation at 125K, which decreases con-
sistently while cooling down. Independently, the ab-initio DFT cal-
culations showing delocalized calculation are akin to high temperature
observations, while the localized calculations emulate sign change ob-
served below Tyr. Thus, we conclude that the relaxation rate indi-

63



Magnetization Reversal in Co,VO,

cates gradual charge localization on the B-site at low temperatures.
These results presented an entirely new perspective to a fundamental
understanding of the magnetization reversal phenomenon in this sys-
tem.

Using K. P. Belov’s ‘Weak sublattice’ model, we try to understand the
microscopic reason for delocalized—localized crossover leading to the
magnetization reversal phenomenon. Belov had used this model to ex-
plain the compensation behavior in Fe3O4 [73]. Following his argu-
ments, we speculate that the delocalized electrons on B-site form a
weak sublattice that goes parallel to B-site moment in the localization
regime, i.e., for 7 <65 K. This contribution of the weak sublattice to
net moment shifts the balance in magnetization, creating the magneti-
zation reversal crossover. On the other hand when the magnetic field
greater than the strength of the weak sublattice is turned on, the weak
sublattice moments tend to polarize along the applied field, i.e., go-
ing parallel to the A-site moments. The weak sublattice moments in
this case favor A-site moments, thus killing the magnetization reversal.
Based on the magnetization studies, we speculate that the strength of
this weak sublattice cannot be greater than 0.25T.

4.7 Conclusion & Outlook

Magnetization results are successful (Fig. 1 in the manuscript) in iden-
tifying collinear, non-collinear, and magnetization reversal temperature
anomalies. However, the fourth anomaly at low temperature can be
associated with one of the impurities, i.e., Co3V,0g. This claim is
supported by meta-magnetic behaviors of low-temperature heat capac-
ity (Fig. 4.10) and hysteresis curves (Fig. 4.5).

Analysis of neutron diffraction shows that the interplay of A-site mo-
ments and B-site (net) out of plane moments indeed results in ob-
served magnetization, including magnetization reversal crossover(Fig.
4 in manuscript). Application of magnetic field of 2T makes A-site
take the presidency, thus killing the magnetization reversal(Fig. 5 in
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manuscript). These results are consistent with Néel’s molecular field
approach for ferrimagnetic compensation [36, 96].

Relaxation rate as a function of temperature (Fig. 6(b) in manuscript)
observed in ZF-u*SR presents Tj-relaxation, that is maximum at Tnc
and dropping sharply as the sample is cooled. This observation com-
plements the DFT calculation; the DFT result suggests crossover from
delocalization — localization of charges, leading to the observed mag-
netization reversal crossover.

Finally, the answers to the research questions framed at the beginning
of this chapter can be summarized as follows:

1. Diffraction results and magnetic structure analysis were not able

to distinguish between vanadium and cobalt spins. Thus we could
only conclude that at T¢, both A- and B-site moments start or-
dering, and at Tnc B-site moments start canting. However, it is
intriguing to notice that below Txc the muon spin relaxation rate
starts dropping, indicating that the B-site canting has some role
in magnetization reversal. Spectroscopic measurements could help
in distinguishing between the vanadium and cobalt spins on the
B-site.

. The fundamental driving mechanism for vanadium spin canting
becomes irrelevant. However, we have provided the speculative
model describing the microscopic mechanism for magnetization
reversal.

. The applied magnetic field studies with neutron diffraction and
bulk measurements have shown that the magnetization reversal
phenomenon is not field-dependent. Magnetic structure refine-
ment has shown that the ferrimagnetic compensation between
two sub-lattices is the main cause for magnetization reversal.

The results presented hitherto provide a consistent picture based on
Magnetization, neutron diffraction, u*SR, and DFT calculation. How-
ever, | need to admit that there is still some information lacking for
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a complete understanding of the magnetism in Co,VO4. The X-ray
magnetic circular dichroism (XMCD) measurements at 5T were per-
formed by N. Anderson and D. Vaknin [97]. The preliminary analy-
sis of these results has shown flipping of B-site V¥ and A-site Co**
spins at 75 K. These results are not consistent with neutron diffraction,
1SR, and DFT. Thus, detailed analysis of the results and DFT model-
ing (using FDMNES) need to be performed to understand these results
well.
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Neutron diffraction, magnetization, and muon spin relaxation measurements, supplemented by density func-
tional theory (DFT) calculations are employed to unravel temperature-driven magnetization reversal in inverse
spinel Co,VO,. All measurements show a second-order magnetic phase transition at 7c = 168 K to a collinear
ferrimagnetic phase. Neutron diffraction measurements reveal two antiparallel ferromagnetic (FM) sublattices,
belonging to magnetic ions on two distinct crystal lattice sites, where the relative balance between the two
sublattices determine the net FM moment in the unit cell. As the evolution of the ordered moment with
temperature differs between the two sublattices, the net magnetic moment reaches a maximum at Tyc = 138 K
and reverses its sign at Tyir = 65 K. The DFT results suggest that the underlying microscopic mechanism for
the reversal is a delocalization of the unfilled 3d-shell electrons on one sublattice just below T, followed by a
gradual localization as the temperature is lowered. This delocalized-localized crossover is supported by muon
spectroscopy results, as strong 7; relaxation observed below T¢ indicates fluctuating internal fields.

DOI: 10.1103/PhysRevB.105.094408

L. INTRODUCTION

AB»X4-type spinel compounds, with tetrahedral A sites and
octahedral B sites, have been an anchoring point for some of
the earliest work on magnetism that led to the seminal Néel
[1] and Yafet-Kittel [2] models. The spinel (and the inverse-
spinel) compounds display a complex interplay among lattice,
spin, charge, and orbital degrees of freedom [3], where in-
triguing phenomena emerge [4,5]. Indeed, interest in these
systems persists, as they exhibit exotic magnetic phenomena,
such as multiferroic effects and the spin-liquid state that result
from spin-orbit coupling and geometric frustration associated
with the pyrochlore sublattice of the B site [6,7].

Magnetization reversal (MR) is a crossover phenomenon,
where the interplay of the ordering of two or more antiparallel
magnetic sublattices results in spontaneous reversal of bulk
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magnetization [8-10]. Additionally, the MR phenomenon can
also occur due to an imbalance of spin and orbital mo-
ments. Néel [1] provided a phenomenological mean-field
theory to explain the interplay of two antiparallel ferro-
magnetic (FM) sublattices in some ferrimagnetic systems.
Subsequently, Belov [11,12] proposed the role of delocalized
electrons acting as a weak magneto-electronic sublattice as
a driving mechanism for compensation phenomena in mag-
netite.

A prototypical class of spinel compounds is the vanadate of
type AV,0, and its inverse-spinel counterpart A, VOy4. At high
temperatures, these systems form a cubic structure with space
group Fd3m. For AV,04 with a nonmagnetic transition metal
ion, such as Mg?* or Zn**, in the A site, a cubic-to-tetragonal
phase transition accompanied by an antiferromagnetic (AFM)
phase has been reported [13,14]. On the other hand, magnetic
ions on the A site, such as in MnV,0y4, FeV,04, or CoV,0y4,
show a multitude of structural and magnetic transitions by
virtue of coupled spin and orbital degrees of freedom [15-19].
Specifically, for CoV,0y, orbital glasslike behavior has been
reported [20,21] and spin-ice rules have been outlined in stud-
ies of MnV,0, and FeV,04 [15,16]. Additionally, CoV,0y is

©2022 American Physical Society
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known to sit on the edge of the itinerant electron limit [22].
The inverse-spinel vanadate counterparts (of type A,VO,),
which are more complex due to random cation distribution,
have yet to be thoroughly explored. Indeed, the intriguing
MR phenomenon was observed in inverse spinel Co, VO, [8].
It has been proposed that the cation distribution of Co, VO,
is Co%t(Co?*V4)30%~ [8,23], which has been subsequently
confirmed by x-ray photoelectron spectroscopy measurements
in Ref. [24]. Additionally, magnetic interaction mecha-
nisms in Co, VO, have been proposed using semi-empirical
rules for magnetic interactions in spinels [8,25]. While
temperature-driven MR for Co,VO,4 and Co,TiO4 has been
experimentally explored [8,26-28], the fundamental driving
mechanism behind MR in the inverse spinels remains to
be understood.

Here, we examine the temperature evolution of magnetic
structures using neutron diffraction, magnetization, polarized
muon spectroscopy, and electronic structure calculations of
Co,VO,. We establish multiple phase transitions in the mag-
netically ordered phase as well as temperature-driven MR.
Neutron diffraction reveals the structure to be composed of
two nearly balanced antiparallel FM sublattices, on the A
and B sites, giving rise to a net ferrimagnetic phase that
evolves with temperature. A significant difference between
the temperature evolution of the ordered moment of the two
sublattices causes a tipping of this balance, giving rise to a
change in sign of the net magnetic moment in the unit cell.

To shed light on the underlying causes of such a tipping
of the ferrimagnetic balance, we performed density func-
tional theory (DFT) calculations, with delocalized calculation
addressing the high-temperature region, and localized calcu-
lation for low temperatures. The DFT results are shown to be
consistent with MR. Using muon spectroscopy, dynamic 7}
relaxation is observed in an extended temperature interval just
below T, indicative of magnetic moment fluctuations at high
temperatures. These fluctuations support our interpretation of
a gradual crossover between delocalization and localization
of electrons as the underlying microscopic mechanism for the
MR.

II. EXPERIMENTAL AND COMPUTATIONAL DETAILS

The polycrystalline sample of Co, VO, was prepared using
a solid-state reaction as described in Ref. [29]. The x-ray
diffraction (XRD) measurement confirms the formation of
Co, VO, spinel. Rietveld refinement of neutron diffraction
and XRD data (at 300 K) confirm the cubic Fd3m symme-
try. Due to A/B site inversion (A = 8b tetrahedral and B
= 16¢ octahedral) the formal chemical formula of Co,VO,
is CoZ™ V1T [VH+Co3™ 104, where v is the inversion param-
eter, and the B site cations are enclosed in brackets. The
refinement yields that the degree of inversion v 2~ 1, i.e., the
actual Co3t[V+Co®*]504, where Co** occupies the A site
and the remaining Co®* and V** are distributed evenly in the
B site. Two impurity phases are identified. Peaks at 2.66 and
3.03A! correspond to the Co3V,0g phase [30], while peaks
at 2.56 and 2.94 A=! corresponds to CoO structural phase.
Additionally, at Ty ~ 290K, the CoO impurity phase orders
into an AFM state that is incommensurate with its crystal
structure corresponding to propagation vector k = (%, %, %)

[31]. This phase can be identified from the magnetic peak
at 1.28 A~!. Unlike the common spinel counterparts [15,18],
we find no structural transitions in Co,VO, at all mea-
sured temperatures. Nonetheless, we observed an insignificant
shrinking of the unit cell that appears to saturate at ~65 K.

Magnetization measurements were performed on a pellet
of mass 6.15 mg and carried out using a superconducting
quantum interference device (Quantum Design MPMS) mag-
netometer for various applied magnetic fields in the range
of 0.03-7T and 2-350 K, performing both zero-field-cooled
(ZFC) and field-cooled (FC) measurements. Neutron powder
diffraction (NPD) was performed on a 2 g polycrystalline
sample on the time-of-flight powder diffractometer POW-
GEN [32] located at the Spallation Neutron Source at Oak
Ridge National Laboratory. The measurements were carried
out with neutrons of central wavelengths 1.333 and 3.731 A.
The sample was loaded in a vanadium can which was at-
tached to the cold end of a cryostat to reach temperatures in
the range 2 < 7 < 300 K. NPD in applied magnetic fields
was performed using E6 [33] and E9 [34] diffractometers at
the BER 1I reactor at the Helmholtz-Zentrum Berlin. Pow-
der sample amounting 3.5 g was dispersed in deuterated
methanol-ethanol mixture, which freezes into an amorphous
glass upon cooling, and thereby fixes the powder orientation
while applying a magnetic field. The E6 diffractometer was
used to perform the temperature scans ranging from 15 to
200 K with an applied magnetic field of 0.25 and 2 T with
wavelength 2.44 A , and the E9 diffractometer was used to
perform temperature scans ranging from 50 to 250 K with an
applied magnetic field of 0, 0.05, and 0.5 T with wavelength
1.81 A following FC protocol. Refinements of the diffraction
data were carried out using FULLPROF [35].

The EMU spectrometer [36] at the ISIS Neutron and muon
source was used to perform zero applied field muon spin
relaxation (ZF-x"SR) and longitudinal field muon spin relax-
ation (LF-u*SR) measurements where the applied magnetic
field and muon spin are collinear on the polycrystalline sam-
ple. The polycrystalline Co, VO, sample amounting to 2.5 g
was placed in a titanium holder with a 24-mm-diameter win-
dow. Muons falling outside the sample window were stopped
in a silver mask, giving a nonrelaxing background. Here,
100% spin-polarized muons are produced by the source, im-
planted in the sample, and their time evolution measured.
The time evolution of muon polarization is given by P.(¢).
A normalized sample polarization immediately after muon
implantation P;(0) was obtained after background correction.
The ZF-1+SR scans were performed at various temperatures
in the 10-250 K range. To elucidate dynamic aspects, LF-
u*SR measurements were performed at 250, 125, 75, and
10 K with applied fields of 0.005, 0.05, 0.2, and 0.3 T.
The data were analyzed using the muon analysis module of
MANTID [37].

To understand the MR in Co,VOy, we carried out two
sets of first-principles electronic structure calculations: (i)
delocalized and (ii) localized. The delocalized calculations
were performed using DFT in conjunction with the general-
ized gradient approximation (GGA) for exchange-correlation
functional in all-electron projected augmented plane-wave
formalism implemented in the Vienna Ab initio Simulation
Package including spin-orbit coupling (SOC) [38,39]. We
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FIG. 1. Temperature dependence of zero-field-cooled (ZFC;
black circle) and field-cooled (FC; red triangle) magnetization mea-
surements performed for applied magnetic fields 0.03, 0.25, and 5 T.
Tc and Tyc represent the transition temperatures to collinear and
noncollinear magnetic structures, respectively, as explained in the
text. Magnetization reversal temperature is represented by Tyr for
B=0.03T

used a plane-wave cutoff energy of 500 eV and 4 x 4 x 4
k-mesh for the Brillouin zone integration. Structure optimiza-
tion is performed by randomly replacing 50% Vjp with Cop
in the bulk CoV, 0y structure that has the lowest total energy
among all the considered configurations.

III. RESULTS AND DISCUSSIONS

Figure 1 shows the temperature (7') dependence of the ZFC
and FC magnetization (M) of Co,VO, at applied magnetic
field B = 0.03, 0.25, and 5 T. Four features are identified for
B =0.03T. First, a sharp rise is observed at 7o = 168(1)K
(C = collinear) corresponding to ferrimagnetic response and,
second, with an onset of a decrease at Tyc = 138(8) K (NC =
noncollinear), for both FC and ZFC. The third feature occurs
at the temperature range Tyr ~ 65-130 K, where the magne-
tization reverses, dependent on the cooling protocol (i.e., FC
or ZFC). Here, Tyr can also be refereed to as compensation
temperature [1,11]. Finally, <20 K, there is an upturn in
magnetization, suggestive of a metamagnetic behavior, likely
due to the Co3V,0g impurity phase [40]. MR does not occur
for fields >~0.25T, and eventually, the ZFC and FC curves
overlap for fields >5 T, and the temperature dependence be-
comes reversible.

The magnetization at Tc for B =0.1T is 0.2 ug/f.u. (not
shown), which is lower than that of CoV,04 [41]. A high
spin configuration § = % (3 ug) for Cofr and S =1 (2pg) for

Vz"' have been reported for CoV,0,4 [18]. This indicates the
reduced magnetization in Co,VOy is due to antiparallel Coy
and Cog/Vp (ferrimagnetic) assuming high spin configuration
S = %, for Co** and § = % for V, implying an oxidation state
of 4+ for V. As discussed below, DFT calculations confirm the
valence states of Cog and Vg as well their magnetic ordering
in the localized solution.

The NPD patterns for 140 and 25 K are presented in
Figs. 2(a) and 2(b). Consistent with the aforementioned mag-
netic susceptibility, Fig. 3 shows the emergence of the (111)
and (220) magnetic reflections at 7 = 168(1) K. At a lower
temperature [=138(2) K], a weak (200) magnetic reflection is
also observed [inset of Fig. 2(a)]. We emphasize that (200) is
forbidden by Fd3m. In the case of MnV,0y, observation of
(200) is linked to spin canting of the spinel B site and a struc-
tural transition [15]. The temperature dependence of the three
magnetic Bragg reflections is shown in Fig. 3. These curves
are fitted to a power law function. The critical temperature
obtained for reflections (111) and (220) is Tc = 167.8 £ 0.4K
and for (200) at Tyc = 138.5 £ 7.5 K. We also note that the
critical exponents associated with (111) and (200) are differ-
ent, at 0.71 4+ 0.02 and 0.5 £ 0.1, respectively.

To restrict the refinement of the neutron powder data, we
exclude the irreducible basis vectors (BVs), on both the A and
B sites, that are inconsistent with the strongest observed peaks
in the powder diffraction pattern. These BVs are [for Fd3m
and propagation vector k = (0, 0, 0)] found using BASIREPS
[35] and SARAH [42]. We find that the simplest model con-
sistent with both magnetization and powder diffraction data
consists of BVs from the IR I'l0 with A- and B-sublattice
moments arranged antiparallel. The magnetic representation
in this case corresponds to Shubnikov space group 14, /am’d’
(representation mGM4+-) [43,44]. This picture is consistent
with observations of other spinel vanadates [15,18] as well as
recommendations made for magnetic interactions in Co, VO,
[8]. Table I lists [F|?> for prominent magnetic reflections
calculated using these BVs. Note that the intensity on (200)
could be explained only by ¥2 (AFM), while (220) has no
contributions from 1//,1; (FM). As seen in Table I, FM order
on the A site (g[/),) gives rise to intensity in both the (220) and
(111) reflections, while FM order on the B site (w};) only gives
rise to intensity on (111). The FM ordered moment on the A
site can therefore be explicitly distinguished from that of the
B site, and the relative magnitudes of the ordered moments
can be directly extracted from the refinement. While the net
ferrimagnetic moment can be directly deduced from NPD, it
cannot distinguish individual contributions from Cop and V.
We note that combination of ://f'; (c axis) and 1//§(ab pane)
leads to the commonly observed two-in-two-out configuration
in pyrochlore structures [15].

The refinements of NPD data at B=0 T at the temper-
ature range 5-250 K yield the sublattice magnetic moments
as shown in Fig. 4(a). To compare sublattice magnetizations,
we present the refined magnetic moments normalized to for-
mula units. Refined moments on A and B sites are labeled as
HAEM)s HBEM), and [Lpapm), respectively. The total moment
Miotal = MAFEM) + pEm) is shown in Fig. 4(b). Contributions
from pparm)(AFM, see Table I) cancel out and thus do not
contribute to the total moment. As shown, i as a function
of temperature exhibits magnetic behavior that resembles the
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FIG. 2. Neutron diffraction patterns (NPD; black open circles), fits from the Rietveld refinement (red solid lines), and their differences
(blue solid lines). The vertical bars are the expected Bragg peak positions as mentioned in the panels. The asterisks indicate impurity peaks.
NPD observed (measured on POWGEN) (a) T = 140K and (b) T = 25K, corresponding to the data collected with center wavelengths
1.333 A. In the inset of (b), one can see the emergence of (200) between 140 and 25 K. (c) Magnetic structure of Co, VO, at 140 K. (d) Magnetic
structure at 25 K. The A site is occupied by Co (red), whereas B site occupancy is shared between Co and V (purple).

magnetization shown in Fig. 1(a). The two sublattice magne-
tizations obtained at low temperature are similar, consistent
with the B site [Co*TV4H] ground state electronic structure.
Indeed Fig. 4(b) shows three identified temperatures in mag-
netization T¢, Tnc, and Tyr. Similar analysis of the diffraction
patterns under magnetic field B = 2 T also yield distinguish-
able paemy and wupem). However, fto at B =2 T does not
show MR (Fig. 5), as parmy is always larger than upgm)
for all temperatures, consistent with the observation >0.25T
(Fig. 1). It is not possible to extract ppapm) reliably in these
measurements, as the defused signal from ethanol-methanol
mixture overshadows the weak (200) peak.

To determine the possible dynamic origin of sublattice
ordering, we employ polarized muon spectroscopy. The ZF-
1SR measurements were performed at various temperatures
in the region 10-250K. In the paramagnetic region (7 >

TABLE I. Magnetic structure factors computed are presented as
[Fu|? (normalized) for the magnetic reflections (hkl) using basis
’;? 21 vectors (BVs) of the irreducible representation (IR) belonging to A
& and B sites.
2
% : Site IR BVs [Finl® [Faol* [Faxol®  [Fazl?
8 Asite T10 ) ©o1)
8b (FM) o1 0.68 0 1.00  0.27
oo
01 vy 00D
0 50 100 150 200 ) (FM) ©o1 0.51 0 0 0.2
T(K Bsite I'10 o1
(-1-10)
FIG. 3. Temperature dependencies of integrated intensities of the V2 (110)
Bragg peak (111), (220), and (200) reflections for B = 0 T. The solid (AFM) (=110) 0.1 0.04 003 004
lines represent respective power law fits. 7¢ features can be identified (1-10)
from the ordering of (111) and (220) and 7y¢ from ordering of (200).
094408-4

Tc), the ZF-u*SR polarization spectra show temperature-
independent relaxation with full polarization. This region is
parameterized with static Kubo-Toyabe times exponential de-
cay, accounting for nuclear and electronic moments [45]:
Py = P, (0) LA PR

7 = I € — - = =5
z 21 Xp ) 373

x e + P, (0), )]

where P, represents the polarization associated with the
sample, and P, is the nonrelaxing polarization from muons
missing the sample, which could also include a nonrelaxed
component present in the sample. Here, § accounts for the
relaxation rate due to the coupling of nuclear moments and
muons and A for the relaxation rate due to electron mo-
ments and muons coupling. At Tc, a sharp loss of the initial
polarization is observed. This is typical for a magnetically
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FIG. 4. (a) The magnitude of A- and B-sublattice moments ob-
tained from Rietveld refinement for B = 0 T. (b) Total moment (per
f.u.) calculated by adding ferromagnetic (FM) moments. Tempera-
ture dependence of total moment emulates the magnetization reversal
as observed in magnetization measurement.

ordered system, where the missing polarization is associated
with strong electronic moments, giving rise to an unresolved
precession signal owing to the finite muon pulse width at the
source (ISIS). Below 7¢, a one-component stretched expo-
nential decay function is sufficient to parametrize the ordered
region, i.e.,

P.(t) = P, (0)exp[— (1)1 + P, (0). @

In Eq. (2), P,, represents the polarization associated with
the sample, and P, is the nonrelaxing polarization from
muons missing the sample, which could also include a non-
relaxed component present in the sample. Here, A is the
relaxation rate and B the stretching exponent. When g = 1,
Eq. (2) turns into simple exponential decay. We find that,
above Ty, the best fit to the data is obtained with B fixed at
1. However, below Tyr, acceptable fits could only be obtained
fitting B as a free parameter.

Figure 6 shows the normalized sample polarization when
muons are stopped in the sample (r = 0) and P;(0) and relax-
ation rate A are extracted from ZF-u SR data as a function
of temperature. Below T¢, P;(0) is reduced to % of its initial
value (T > Tc). Intriguingly, there is a further loss of po-
larization as the temperature is reduced below T¢, reaching
a minimum at 7yc and only regaining the % value of the
initial polarization at Tyr. The broad dip between T¢ and Tyr
suggests that muons are experiencing changes in the magnetic
structure right through the region. This is consistent with the
corresponding peak in the relaxation rate, suggesting a spin
fluctuation/reorientation process is driving an enhanced T;
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= . a
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FIG. 5. (a) Magnitude of A- and B-sublattice moments obtained
from Rietveld refinement for B = 2 T. (Inset) Total moment (per f.u.)
calculated by adding moments along the ¢ direction. Temperature de-
pendence of total moment emulates magnetization for fields >0.25 T.

relaxation of the muon signal through this temperature region.
Notably, there is no sharp peak in the relaxation rate at T,
as one would expect for a typical magnetic phase transition.
Fitting the low-temperature data (7 < 60 K) with 8 as a free
parameter shows 8 decreasing steadily, reaching a value ~0.5
at 12 K. While we note that § = 0.5 could be a signature
to glassy transition [46], typical for an inverse spinel at low
temperatures [28,47], the Co3V,0Og impurity phase is also
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FIG. 6. (a) Initial polarization and (b) relaxation rate extracted
from fits to the zero applied field muon spin relaxation (ZF-u*SR)
polarization spectra. For T < Tg, fits are to Eq. (2), with 8 as a free
parameter below Tyr (red points). Above Tc, fits are carried out to
Eq. (1) (green points). Inset of (a) B vs T, where § reaches 0.5 at
12K.
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B(T)

FIG. 7. (a) Initial polarization and (b) relaxation rate extracted
from fits to the longitudinal field muon spin relaxation (LF-p*SR)
polarization spectra with Eq. (2). At 125 K, complete decoupling
was realized with a tiny field of 0.005 T. Due to instrument effects,
P;(0) goes beyond 1 for higher fields.

likely to contribute to the measured behavior. Further work
is needed to properly understand the low-temperature muon
response.

Initial polarization and relaxation measurements for LF-
uPSR up to 0.3 T were carried out at 10, 125, and 250 K.
Values obtained for P;(0) and A obtained from fitting the data
to Eq. (2) with B fixed at 1 are shown in Fig. 7, with 7; spin
relaxation A persisting at all temperatures to the highest fields
measured. This suggests that spin dynamics are present at all
temperatures, both in the paramagnetic regime above T¢ and
also in the ordered state. We note that the strongest relaxation
is measured at 125 K, close to Tyr, a region where electron
delocalization is predicted by DFT, and at this temperature,
the relaxation rate [Fig. 7(b)] appears to increase with the
applied field in contrast to results measured at 10 K. A clear
recovery of the initial polarization is seen at the highest fields
measured, although full decoupling is not achieved, with only
50% of the polarization being recovered. We suggest this is the
result of both large internal fields and spin dynamics below T¢
in this material.

To supplement the experimental results, we conduct de-
localized and localized electronic structure calculations. For
the delocalized calculations, we employ standard DFT with
a GGA functional. In the localized calculations, we add the
onsite electron correlation following the scheme of Dudarev
et al. [48], in which only the effective value of onsite corre-
lation (Uef = U — J = 4.5 eV for 3d electrons of Co and V
[49]) is meaningful. To be on equal footing, we also perform
another calculation using the same value of Ues and find the
delocalized solution, which has higher total energy than in the

localized solution. As expected, the net magnetic moments do
not change significantly with the use of U in the delocalized
results.

As shown below, the localized calculations are akin to the
low-temperature ground state, whereas the delocalized ones
correspond to the high-temperature ferrimagnetic phase. Both
localized and delocalized calculations show similar magnetic
moments for Co,, while they are drastically different for Cog
and Vp. These changes in the local magnetic moments are
consistent with the low-temperature neutron diffraction results
(Table II). The major contribution to the net magnetic moment
is from spin (Table II), while the orbital contributions are
small, and slight fluctuations for Cop are found (not shown).
In the localized solution, we find canted spin structures for
Cop and Vjp in qualitative agreement with the experimental
results at 25 K (Table II). A notable prediction is the AFM
alignment of Co, moments with respect to Cop with a small
canting in the planar direction (Table II). For Coy,, the canting
is not resolved experimentally. At the B site, the Vg moments
follow the Copz moments. These are remarkable changes in
the frustrated magnetic structures of the well-known spinel
vanadates, viz., FeV,04 [16] and MnV,04 [15], in which Vp
moments are two-in-two-out as observed experimentally. The
calculated net magnetic moment parallel to the ¢ direction is
negative, in agreement with the low-temperature data. The
discrepancy between theory and experiment in the magni-
tude of net magnetic moment is likely due to the choice of
atomic sphere sizes used in the calculations, i.e., Co, moment
~2.6 ug is smaller than the experiment 3.07 uz. We find 3d
Co/V and O(2p) hybridization, which we argue may affect
the magnetic moments on both Co and V. In calculations, the
canting is small, which results in a large magnetic moment
(~3.7pg) along the z direction, which qualitatively agrees
with the experiment (see Table II). Another possibility for the
slight discrepancy is random occupancy of Co and V in the B
sites.

Interestingly, the magnetic moments obtained with the de-
localized solutions agree with the higher temperature data,
indicating a more itinerant scenario [50]. The magnetic mo-
ments on the B site are sensitive to the choice of U (i.e.,
localized or delocalized), while the moments on the A site
remain relatively unchanged. Interatomic charge transfer from
Copg to Vp sites reduces the effective Cog moments. This del-
icate balance between Coy4, Cop, and Vg magnetic moments
in the localized and delocalized limits presumably leads to the
MR.

To demonstrate that the electronic configuration of Co is
3d7 (ie., Co’t) and that of Vj is 3d' (i.e., V*t), we exam-
ine the partial density of states (PDOS) of each atom in the
localized calculations. Figure 8 shows very well split-off e, |
and t, 1 3d states of Coy around the Fermi level due to the
tetrahedral crystal field of oxygen atoms. In Cog and V, the
splittings of the threefold 7, states are less obvious. Because
of the distorted octahedral crystal field effect [22], these states
split into an a;; and doubly degenerate e;, resulting in 3d7,
S = 3 (occupying €, 1) for Coj" asin Coj*, and 3d', § = 3
(occupying a;g) for V“B+ in the localized limit as inferred from
the current and earlier experiments [8]. An interesting change
is in the vanadium oxidation state from V3*+(34?), which
is common in the standard spinel compounds, to V4*(3d")
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TABLE II. Canted magnetic moment components (spin + orbital) (zty, iy, it;) of individual atom and total magnetic moments (f4(o1)
(per f.u.) in units of g in Co, VO, obtained from Rietveld refinement from zero field data and theory (GGA + SOC and GGA + SOC + U

calculations). For oxygens, only the calculated moments are given.

Experiment Theory
Site Atom 140K 25K GGA + SOC GGA + U + S0C
A site Cox (0,0,2.18(6)) (0, 0,3.07(6)) (0,0,2.48) (0.80, 0, 2.74)
Cog NA NA (0,0, -0.43) (—0.81,10.13], =2.72)

B site Vs NA NA (0,0, —1.29) (—0.34,10.02|, —1.02)

Cog + Vg (0,0, —1.68(2)) (10.88(8)1, 0.88(8)|, —3.13(1)) 0,0, -1.72) (—1.15,10.15], —3.74)
X site O NA NA (0,0,0.09) (0,0,0.02)
Jhowr (Mg /fu.) (0,0,0.50(8)) (0,0, —0.06(7)) (0,0, 1.14) (=0.32,0, —-0.90)

with § = % consistent with the magnetic moment [8] at low
temperature. We note that Cos™ and V3" moments change
significantly in the delocalized solutions (Table II), which
corresponds to high temperatures. Specifically, the magnetic
moment on the Cog is significantly reduced, suggesting a
fluctuation of magnetic moment of Cop between a low spin
state Co®t (S = 0) and a high spin state Co?* (§ = %)‘ On
the other hand, it is the opposite for Vp. This is expected
because itinerant electrons can hop easily from Cop to Vp due
to a narrow splitting of #,, states in both atoms. These results
suggest that the inverse spinel undergoes charge fluctuations
[Co*H[Co® D+ V(E=D+10,, where § < 1 above Tyr.

The T, relaxation observed with u*SR supplements the
theoretical suggestion that the B-site ions undergo charge
delocalization-to-localization crossover. A similar delocal-
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FIG. 8. Spin-resolved partial density of states (PDOS) of Co,,
Cog, and V. The positive and negative values indicate PDOS of ma-
jority and minority spin electrons, respectively. The spins of Co, are
aligned antiferromagnetically with respect to Cog and V. Both Co
at A and B sites have 3d” valence electrons, indicating the formation
of a Co®" ion. The distorted octahedral crystal field splits #5, into
a;, and doubly degenerate e, states at site B. For Cog, two electrons
occupy the lower e, states forming a § = % state, while for Vg, one

electron occupies ajg, yielding V+* oxidation state with S = %

ization mechanism was suggested by Belov [11] in inverse
spinel magnetite Fe;O4 employing a so-called magneto-
electronic sublattice model. Fe;04 is well known for its
metal-insulator transition or Verwey transition [51]. Belov
[11,12] proposed an electronic hopping or delocalization on
the B site creating the magneto-electronic sublattice with
its magnetization antiparallel to that of the two combined
sublattices, leading to a decreased spontaneous magnetiza-
tion. Below Tyr in Co, VOy, the delocalized electrons would
gradually localize, leading to [Co>"][Co?+)TVE-9+10, =
[Co**][Co** V*+]04 (where § < 1) and thus decreasing spon-
taneous magnetization <0 g /f.u. This is consistent with the
near-perfect compensation of the two sublattice magnetiza-
tions, coexisting with an AFM ordering of the V** moments.

IV. CONCLUSIONS

Our interest in inverse cobalt vanadium spinel springs
from the highly unconventional temperature-dependent mag-
netization of the compound, where a spontaneous MR takes
place. We have performed magnetization measurements and
revealed at least three distinct anomalies. NPD analysis re-
veals two antiparallel magnetic structures, each belonging to
magnetic ions on A and B sites. The relative balance of these
two structural components in essence determines the net mag-
netic moment in the unit cell. However, the order parameter
on one site develops more moderately than that on the other
site. While in itself unusual, a tipping of the magnetic balance,
caused by such site-specific magnetic fluctuation, gives rise to
a spontaneous flipping of the magnetization as the temperature
is lowered. The MR determined at zero field is sensitive to an
applied magnetic field, such that, above B ~ 0.25 T, instead of
areversal, a minimum in the magnetization is apparent at Tyr..

The root cause of this site specificity is unveiled by DFT
results. The DFT calculations were performed assuming de-
localized and localized electrons. We argue that the MR is
a consequence of the itineracy of Co and V electrons in the
B site. The delocalized calculations, which we associate with
the behavior of the high temperature of the system (around
Tc), predict relatively small net magnetic moments on the B
site compared with the A site, giving rise to the net ferrimag-
netic moment observed near Tc. The DFT calculations also
show that the Co moments on the A site are less sensitive to
temperature change with electronic configuration Co?*(3d7)
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with § = % For the B site, the DFT calulations find mixed
oxidation states for Co and V that at low temperatures tend
toward their localized values, namely, Co** (S = %) (as in the
A site) and V4 (S = %). This suggests that the MR is likely
driven by delocalized-to-localized crossover of the 3d elec-
trons of the Co/V atoms in the B site. We note that quantitative
disagreements between theory and experiment are expected
owing to the complexities of this inverse spinel Co, VO, and
the random distribution of Co and V in the B site. Polarized
muon spectroscopy as a function of temperature is consistent
with the neutron diffraction and magnetization results but adds
insights that have been predicted by our DFT calculations. It
shows that highly delocalized-fluctuating magnetic moments
at high temperatures gradually tend to localize at lower tem-
peratures, in agreement with our DFT calculations.
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5 Crystal Fields in Sr'Tm,0,

This chapter is devoted to the study of the crystal field and crystal field
effects in SrTmy0O4. The project was conceived and supervised by D.
L. Quintero-Castro.

I synthesized the powder sample, while H. Li provided the single-
crystal samples used in this study. I performed the DC-susceptibility
measurements at Core Lab quantum materials, HZB. The pulsed-field
measurements at High Magnetic Field Laboratory, HZDR were per-
formed by a team comprising D. Gorbunov, C. Salazar Mejia, and my-
self. K. Siemensmeyer carried out the heat capacity measurements on
the single-crystal sample.

The time-of-flight measurements on powder samples were performed
on the MAPS instrument at ISIS Neutron and Muon Source, UK, as
part of the rapid access proposal by R. Stewart. The u*SR experiments
on powder samples on DOLLY, LTF, and GPS instruments at Swiss
muon source (SuS), PSI were performed by D. L. Quintero-Castro, H.
Li, H. Luetkens (DOLLY and GPS), and C. Baines (LTF).

I analyzed and interpreted all the data and carried out all the modeling,
including DFT calculations. I wrote the first draft of the manuscript
and was involved in subsequent revisions.

In this chapter, I provide background for the manuscript and summa-
rize crystal field determination and u*SR results, with additional de-
tails that were not included in the manuscript.

5.1 SrLn,04family: A Background

SrTm,O4 belongs to the SrLn,O4 family (Ln: La, Ce, Pr, Nd, Sm,
Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb or Lu.), which crystallizes in the
Calcium ferrite structure following orthorhombic 62.Pnam spacegroup
(ITA-settings) [98]. All the atoms sit on the Wyckoff site 4c¢ corre-
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sponding to monoclinic point group Cs. The magnetic sub-lattice con-
sists of a network of interlinked distorted honeycombs (in ab-plane)
and triangular ladders by two crystallographic in-equivalent Ln>* (Lnl
and Ln2). These ladders run along the c-axis of the orthorhombic
Pnam crystal structure [3]. Typically, c-axis is the shortest (= 3A)
compared to a- (= IOA) and b- (= 12 A) axes ( Fig .5.1). These in-
teresting geometric features allow this family to adopt intriguing path-
ways for exotic magnetic phenomena.

Figure 5.1: Network of honeycomb layers connected by triangular lad-
ders as observed in SrLn,0y4.

An essential feature of this honeycomb structure is that it has the low-
est coordination number (i.e., 3) among two-dimensional systems. An-
other intriguing part is that the nearest-neighbor distances in this hon-
eycomb are not identical. Hence, while considering only the nearest
neighbors, the honeycomb is typically not frustrated. In contrast, the
frustration can be induced with J1- -3 situation by considering the
next nearest neighbor. In this family, most commonly the frustration
comes from ‘zig-zag’ ladders that run along the c-axis [99]. Mag-
netic frustration, low-dimensionality, strong single-ion anisotropy, and
low-coordination numbers can compete to evolve into exotic physics
observed in this family [3, 99].
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Projection ab-plane of SrTm;O4 is presented in Fig .5.2, where the
neighboring octahedra to the same type of Tm3*s are connected by
sharing an edge of the octohedra(closest in the plane), whereas the
nearest in-equivalent Tm>*s sites are only sharing a corner. These con-
nections result in distorted honeycomb plane structures.

Q@ ™1
O Tm2

O sr

Figure 5.2: Network of honeycomb layers (ab-plane) connected by tri-
angular ladders as observed in SrTm,0O,4, with distances according to
Ref. [4].

In the Fig .5.3, there are two quasi one dimensional triangular lad-
ders of in-equivalent Tm>* s running parallel to the c-axis. The short-
est distance between any Tm ions in the entire system is along the
rails of the ladder (3.38 A). This periodicity is the same for both Tm1
and Tm2 chains. The next nearest-neighbor distances are the quasi-1-
dimensional zig-zag rungs. The Tml chains have the shortest zig-zag
distances among both the chains (3.43 A). The nearest-neighbor inter-
ladder distances (3.83A) are relatively larger compared to both intra-
ladder (along rung and zig-zag) distances [4].

In general, Ln3* in SrLn,0y4 are surrounded by a distorted octahedral
oxygen environment (Fig .5.4). The oxygen ligand charge distribution
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Figure 5.3: In equivalent zig-zag chains running parallel to the c-axis
for SrTm,O4 Ref. [4].

lifts the degeneracy of ground state multiplet. The crystal field effects
are instrumental to understanding the magnetic properties in this fam-
ily [99]. The low lying crystal field levels play an important role in
contributing to highly anisotropic magnetic properties in the form of
single-ion anisotropy. The inequivalent Ln>* ions lead to two unique
sets of crystal field Hamiltonians. Determination of these Hamilto-
nians unambiguously is a non-trivial task by itself. Additionally, the
low site symmetry (C;) requires a large number of crystal field pa-
rameters (CFPs) to be determined. The ‘Stevens operator approach’
that involves adjusting CFPs is not sufficient to describe the single-ion
properties unambiguously, as this method typically results in overpa-
rameterization [9].

5.1.1 Crystal Field Models for SrLn,04

Very few attempts have been made to describe the crystal fields in the
SrLnyO4 family. Up until the drafting of this thesis, successful de-
scriptions of crystal fields in SrEr,O4, StHo,O4, and SrDy,04 (Fig
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Figure 5.4: Distorted octahedral oxygen environment surrounding Ln/
(blue) and Ln2 (orange).

.5.5)have been reported in [100, 101].

In the case of the SrEr,O4, a sophisticated theoretical model called
‘Exchange Charge Model’ was implemented to make an initial estima-
tion of the CFPs. In this model, the crystal field Hamiltonian is con-
sidered as the sum of two terms. The first term describes the electro-
static interaction between an Er** and ligands as in the standard point
charges model [10]. The second term is proportional to the overlap
integrals between the wave functions of Er’* and ligands. In addition
to this, the experimental results from optical site-selective excitation
and emission spectra measurements, electron paramagnetic resonance
(ESR), and inelastic neutron scattering were used to adjust the CFPs
accurately [100].

In the case of SrHo,O4 and SrDy,0,, a theoretical model based on
point-charge calculations with a requirement of a minimum of adjustable
parameters called crystal field scaling factor S,;,; was used [15]. Only
the crystal field scaling factor S,;,; was refined by fitting the spectra.
Syra1 captures the orbital overlay or covalency of atoms. The estimated
Sxtar in StDy204 for Dyl = 0.35 and for Dy2 = 0.53 and in StH0,04
for Hol = 0.62 and for Ho2 = 0.70. Figure 5.5 presents a comparison
of crystal field schemes for different members of the SrLn;O4 fam-

ily.
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Figure 5.5: The Crystal Field Schemes for SrDy,04, StHo,O4 [101],
and SI‘EI‘204 [100]

5.1.2 SrTm,04 background

Previously, Haifeng Li ef al. [4] reported a detailed study on the struc-
ture and magnetic properties of StTm;0O4. In their work they synthe-
sized polycrystalline and single-crystal samples and performed struc-
tural analysis using neutron Laue diffraction and NPD. They have also
performed magnetic characterization along with structural studies such
as bulk properties and polarized neutron study. The structural stud-
ies using diffraction data have confirmed orthorhombic structure with
two inequivalent Tm sites. Figures 5.2 & 5.3 present various Tm-Tm
distances.

Haifeng Li et al. concluded that SrTm;O4 shows neither long nor
short range magnetic order down to ~ 65mK. They attributed the mag-
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netically disordered state to a strong anisotropic crystal field effect and
inferred that such magnetic anisotropy may quench potential magnetic
ordering. However, they do not provide crystal field study of SrTm;O4
to confirm their inference. In this regard, we decided to understand the
crystal fields to confirm if it is only single-ion anisotropy or is due to
competition between other interactions (discussed in Ref. [99]), lead-
ing to disordered ground state.

While Haifeng Li et al. [4] did not see any order, the u*SR mea-
surements performed by D. L. Quintero Castro et al. showed oscilla-
tions in muon spectra. Such oscillations in muon spectra are usually
attributed to muon precession due to magnetically ordered local envi-
ronment [46].

To begin with, we intended to approach this project to answer the fol-
lowing questions:

1. What is the crystal field ground state? Is it same for both Tml
and Tm?2 sites?

2. How does the crystal field anisotropy looks like?

3. Why do muons show features of magnetic ordering, whereas the
measurements performed by Haifeng Li et al. [4] refute any or-
dering down to 65 mK?

The first step to approaching this project would be to arrive at a model
that describes the crystal fields of this system accurately. As discussed
earlier, the crystal field schemes of the entire SrLn,0,4 family are diffi-
cult to determine. However, crystal fields of StTm,0O,4 are particularly
difficult of access due to 13 singlets (= J(J + 1)) expected from each
Tm** within the ground-state multiplet. The limited number of tran-
sitions spotted with INS have made it difficult to fit the INS spectra
to arrive at unambiguous parameters using Stevens operator approach.
This satiated the need to approach this crystal field problem with ab-
initio methods and other phenomenological methods such as effective
charge model [12, 14].
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5.2 Manuscript II Summary

The crystal field properties of the zig-zag chain compound SrTm;O4
are being studied using inelastic neutron scattering, heat capacity, mag-
netic susceptibility, magnetization, and polarized muon spectroscopy.
To explain the single ion properties, Density Function Theory model
(DFT model) and an effective charge model (EC model) were im-
plemented. Additionally, muon spin rotation/relaxation u*SR spectra
revealed oscillations, originating from muon precession due to long-
range order of electronic spins. We understand these unique results
by modeling the muon stopping site and estimating the impact of the
muon implantation on crystal fields using point charge model.

This manuscript explains two interlinked problems associated with crys-
tal fields in StTmyO4. The first part details the determination of CFPs.
The second part discusses the muon-induced distortion of crystal fields
and extended critical regime of the ordering parameter in SrTm;Oq4
observed with pu*SR.

5.3 Crystal field models

To understand the crystal fields in StTm;O4 DC-magnetic suscepti-
bility, Pulsed-field magnetization, heat capacity, and INS measurement
were performed. Finally, two crystal field models were implemented
and compared with experimental results.

5.3.1 Bulk Properties

The magnetic susceptibility (Figure 1(e,f) in the manuscript) as a func-
tion of the temperature of the single-crystal sample was measured in
the temperature range 2-300 K and applied magnetic field of 0.1 T ap-
plied along a-,b-, and c-axes. The magnetic susceptibility thus ob-
tained shows that the susceptibility along c-axis is at least two orders
of magnitude smaller than other directions, which is a clear indicator
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of strong anisotropy in this system. Additionally, no signs of short or
long-range order were observed down to 2 K.
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Figure 5.6: Low field magnetization measured with SQUID magne-
tometer. Results from these measurements were used to convert the
pulsed field results from arbitrary units into absolute units.

The high field magnetization (Figure 1(b) in manuscript) of a single
crystal sample up to 58 T was measured with the help of the pulsed
magnetic field with field applied along a-,b-, and c-axes. The pulsed-
field data was converted into absolute units using the continuous field
magnetization measured using the SQUID magnetometer. In Figure
5.6 magnetization results from continuous fields are presented. The
pulsed-field magnetization retains the low-field trends (continuous field
) up to 58 T. The magnetization results clearly show that the c-axis is
the hard axis, and the a-axis doesn’t reach the theoretical saturation
magnetization of 7 ug/f.u. (for Tm>*). Unlike other members of the
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family, [102] no anomalies in magnetization of SrTm,0O4 were ob-
served.

Heat capacity measurement was performed on the single crystal StTm;O4.
The phonon heat capacity was modeled using DFT methods to sepa-
rate magnetic contribution to heat capacity. The first principles phonon
heat capacity was extracted from phonon dispersion calculation using
finite displacement method (FDM) implemented in Phonopy [103].
The preliminary optimized structure was obtained from the Materials
Project database [104]. The distorted structure with force constants
was obtained from PhononDB [105].
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Figure 5.7: Phonon heat capacity [105] obtained from phonon disper-
sion calculation using FDM compared with the measured heat capacity.
At low-temperatures.
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The thermal properties were re-calculated using Phonopy [103], a
post-processing program. The heat capacity thus obtained is compared
with the measured heat capacity in Figure 5.7. Certainly, the low-
temperature bump is indeed the ‘Schottky anomaly’ arising due to low-
energy crystal field modes. It is clear that beyond 20K, the phonon
contributions to heat capacity get significantly stronger. To avoid intro-
ducing additional errors, the phonon background subtraction from the
experimental data was not performed.

5.3.2 Inelastic Neutron Scattering: Crystal Field Lev-
els

Inelastic neutron scattering measurements were performed using neu-
tron time-of-flight instrument MAPS. In the low energy excitation spec-
tra (E;=26 meV), two dispersing excitations can be identified centered
at 1.230(5) meV and 3.412(3) meV (Figure 2(b) in manuscript), whereas
in the high energy range (E;=130 meV), three excitations are identifi-
able centered at 23.72(4), 35.82(6), and 71.00(2) meV (Figure 2(a) in
manuscript). Equation 5.1 was used to calculate |Q| dependency of
magnetic form factor (| £(|Q|)|?).

JFaQD = Go(lQD) + %(12(|Q|)> (G.D

In equation 5.1, f(|Q]) is the magnetic form factor for rare earth ions
under dipole approximation [7], where g= 1.16667 for Tm>*. The co-
efficients corresponding to (jo(|Q|)) and (j>(|Q|)) were taken from
Ref. [106]. Figure 5.8 presents |Q| dependency of the identified modes
overlaid with |£(|Q|)|>. Both the low-energy modes (Fig. 5.8(a)), de-
viate from |£(|Q|)|?> vs |Q| behavior, as they are influenced by dy-
namic structure factor due to inter-ionic magnetic interaction. Details
of this behavior are discussed in the next chapter. The mode centered at
71.00(2) meV has stronger phonon contributions due to the restricted
|Q| range. Since all the modes follow f(|Q]|) vs |Q| behavior in low
|Q| regime well, they can be considered magnetic.
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5.3.3 Crystal Field Parameters

Determination of CFPs in SrTm;O4 has been difficult due to low site
symmetry. The site symmetry C, requires fifteen CFPs per Tm>* to
define the crystal field Hamiltonian accurately. However, with INS
measurements, only five excitation levels were identified (<110 meV).
Thus several attempts to optimize the parameter with respect to ob-
served excitations led to degenerate sets of CFPs. Similarly, the point
charge model was unsuccessful in describing the system accurately as
it does not account for covalency effect. To overcome the shortcom-
ings of Stevens operator method and point charge model, two advanced
models were implemented. The first model uses ab initio DFT meth-
ods to extract the CFPs. The second model, an improvisation of the
PC model, uses effective charge and positions to account for covalency
effects [12, 14]. This model is called ‘Effective charge model’ (EC
model). Here I only discuss the methods involving the DFT model,
with additional details.

Wannier functions method: DFT model

I implemented the method developed by Novédk et al.[19] to deter-
mine the crystal fields in StTmyO,4. This method obtains Wannier
functions by transforming Bloch functions calculated using all-electron
DFT methods. The Wannier functions thus obtained represent atomic-
like orbitals within periodic crystals. The crystal field Hamiltonian is
expressed on the basis of Wannier functions, which is then expanded
in a series of spherical tensor operators [19]. Henceforth in the thesis
this model will be referred to as the DFT model.

The DFT model overcomes the shortcomings of the point charge model
by accounting for covalency effects. Hybridization between the elec-
tronic orbitals of the rare earth ion and the surrounding ligands is com-
pensated using charge transfer energy ‘A’ [19]. This procedure was
successfully implemented for different rare-earth systems [21, 107-
109]. Here, I describe the steps involved in the calculation of crystal
fields using this method. Figure 5.9 presents a flow chart representing
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the work flow of this computational procedure.

First Step

S

Second
Step

—

update A Third Step

no

yes

stop

Figure 5.9: Work flow for DFT model.

In the first step, a standard self-consistent solution to the Khon—Sham
equation of DFT was implemented using the augmented plane wave
plus local orbitals (APW+lo) method using WIEN2k [62]. The exchange-
correlation functional, the Perdew Burke Ernzerhof - Generalized Gra-
dient Approximation (PBE-GGA) [110], was used in this calculation.

The experimental lattice parameters and atomic positions were consid-
ered according to Ref. [4] without performing any geometric optimiza-
tion. The atomic sphere radii for Tm = 2.4a.u, Sr = 2.24 a.u, and
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O = 1.6a.u were used. The eigenvalue problem was solved in 200
k-points (5 x 4 x 10) of the irreducible Brillouin zone with ~ 4023 ba-
sis functions corresponding to RK,,,, = 7. In this calculation, the 4 f
electrons were treated as core electrons (so-called open core method).
This open core calculation at this stage is vital as it avoids nonphysical
self-interactions that would dominate CFPs [19].
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Figure 5.10: Density of states (DOS) of hybridized 4f orbitals for
A =-1.22eV (for representation). Here E.f is the energy difference
between highest and lowest singlet sates. E.¢ consists of 28 f-orbitals
coming from 4 equivalent Tm ions in the unit cell of SrTm,0O4. Here,
E.r 1s used to characterize the strength of the crystal field [19].

In the second step the effective crystal field Hamiltonian (Hcg) for the
4 f-electrons is constructed by considering the shape of the 4 f-orbitals,
the effective potential, and hybridization with the oxygen p-orbitals.
Primarily, the 4 f-orbitals are included in the valence basis set. Before
the eigenvalue problem with the potential from the previous step is
solved, the relative energy of the 4f and ligand states is modified by
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introducing charge transfer energy ‘A’ (hybridization parameter). The
A can be defined as follows:

A = E(4f"D Nyai = 1) = Err (4™, Nywr) (5.2)

where n-is the number of electrons in 4f shell, N,, is the number
of electrons in the valence band, E;,(4f ("),Nvaz) is the ground state
total energy, and E;,,(4f (n+l) N — 1) is the excited state energy [19].
Figure 5.10 presents the density of one-particle states projected on 4 f-
orbitals. Several calculations were performed with A in the range of
-0.68 to -13.8eV.

In the third step, Wien2Wannier [111] interface and Wannier90
[112] program were used to transform the 28 (=4 Tm atoms x 7 f-
orbitals) Bloch states from 4 f energy window to Wannier functions. It
was found that in the case of both Tm1 and Tm2, quadratic spread of
Wannier functions (Maximally localized Wannier functions (MLWF))
from the center of the atom were in the range of 0.3-0.4 A2 Wannier90
provides a matrix of onsite Hamiltonian Hy;.

7_{4.f = Eavg[ + ch (5.3)

Here the traceless part of H,s is the crystal field Hamiltonian H,
[19].
Hep = Y D’ Corry (5.4)
k,q

To get the CFPs in Wybourne normalization (ng) ) [23], Hap was
transformed into the basis of spherical harmonics and expanded as
a 49-dimensional vector on the basis of spherical tensor operators,

1.e.,
n n
o 1 i.j (k) ()
D, _—nkq § E H/Cq (5.5)
4 =1 j=i

Where ng, = Y, Z;zi Cék)’("’j)C;k)’(i’j). The Cék) is defined as Cq(k)(e, ¢) =

Van]2q + )YV (6, ¢).
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Figure 5.11: The CFPs L (a), L] (b), and L{(c) for both Tm1 (black)
and Tm2 (red) as a function of ‘charge transfer energy’ (A). The
CFPs are compared with the corresponding CFP obtained with effec-
tive charge model fitting (dashed lines). The CFPs are presented in
Wybourne normalization according to Ref. [7].

Since C,gk) are not Hermitian, CFPs Dék)s turn out complex. In order

to avoid imaginary operators, the H,; was re-written in terms of Tl(m)
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as follows after performing several rotations:

Hep= ) LT (5.6)
k.q

Where Tc? = Cg, TqilkI = V=1 [C;'kl + (—1)|k|Cc|1k|] [7]. However, this
transformation of CFPs can be simply summarized as L(q) = Dg,Lg =
Df[, L;k = iD;]k. Figure 5.11 presents Lg, Lg, and Lg as functions of A
for both Tm1 and Tm2. There is a significant deviation from the same
CFPs estimated using the effective charge model.

Finally, in fourth step, the Intermediate coupling scheme was used to
define effective atomic Hamiltonian (H).

H = 7’(1:1 + ch (57)

The contributions for Coulomb and spin-orbit interactions are constructed
as Hgy, i.e., Free ion Hamiltonian.

A :gz l;sj +aL?+ BG (G2) +yG (R7)
7
+ Z (Flfy+Pipy+ Ty + MImy)
q

(5.8)

where ¢ = 2636cm™! is the spin-orbit coupling constant, e, 3, and
v are Trees and 77 are called Casimir’s parameters standing for two-
and three-body configuration interactions. Spin-orbit interactions are
given by (M?) and electrostatically correlated spin-orbit interactions by
(P?): both of these parameters are called Judd’s parameters. Two-body
electrostatic repulsions (F?) are called Slater integrals [7, 113, 114]. In
this work all these parameters were obtained from Ref. [115] based on
Tm doped single crystal LaFs.

The Iclion module in McPhase [7] was used to obtained eigenval-
ues and eigenfunctions and thermodynamic properties by considering
12 other multiplets along with ground state multiplet 3Hy. Figure 5.12
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presents calculated eigenvalues plotted as a function of (A) and com-
pared with measured values. This figure shows that the accurate value
of A is equal to -1.83eV.

Figure 5.13 presents calculated first eigenvalues for both Tm1 and Tm?2
plotted as a function of (A). The first excited state comes from Tm?2,
and the second excited state from Tml.

Limitations of Wannier function method

The Wannier function method is conceptually pleasing and has been
successfully implemented for several 4 f systems [21, 107-109]. This
method is particularly successful in explaining crystal fields of insulat-
ing 4f. However, the method was found to be not quite adequate in
the case of SrTm;QOy.

This model successfully predicted that the lowest dispersing mode orig-
inates from Tm?2 while the second mode originates from Tml. It has
also successfully predicted the anisotropy, i.e., easy-axis anisotropy for
Tm1l and easy-plane anisotropy for Tm2. However, the magnitude of
anisotropy was not accurate. Moreover, other thermodynamic prop-
erties such as magnetization and magnetic susceptibility are not ex-
plained very well. The reasons could be as follows:

* Atomic positions used in the calculation were taken from NPD,
without performing any geometric optimization. Geometric op-
timization of the structure could improve the accuracy of deter-
mined CFPs.

* Open core calculation should have retained 4 f electrons in the
core. Despite this the density 4 f still leaks out.

* Also, the accuracy of this model is dependent on the correct
choice of A. Finer steps of A between -1 and -2eV should
increase accuracy. A better estimation of A can be done with
optical absorption results.

* Even though Wannier90 calculates MWLFs, this does not guar-
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Figure 5.12: Calculated ground state multiplet *Hg as a function of
A for Tml (a) and Tm2 (b). Straight lines correspond to measured
excitations using neutron time-of-flight instrument MAPS.

antee that they will be centered on the crystallographic site of
the Tm3* ions [21]. Choice of other Wannier function schemes
such as ‘selectively localized Wannier functions’ [116] or ‘sym-
metry adapted Wannier functions’ [117] should help to improve
the method [21].
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Figure 5.13: Calculated first excited state as function of ‘charge trans-
fer energy’ (A) for Tml (black) and Tm2 (red). Straight lines corre-
spond to measured excitations using neutron time-of-flight instrument
MAPS. It is evident that the first excited state in the measured spectra
corresponds to Tm2 and the second excited state to Tml.

Despite the above shortcomings, this method has provided a tremen-
dous preliminary understanding of the crystal field scheme and param-
eters. Such prior understanding has helped in implementing the effec-
tive charge model intelligently.

Single-ion anisotropy from EC model

The effective charge model was implemented as the DFT model failed
to describe magnetization and susceptibility accurately. The EC model
successfully determined magnetization, magnetic susceptibility, heat ca-
pacity, and INS reasonably. Effective charge (EC) model refinement

99



Crystal Fields in SrTm,0,

0.12 d¢a)— { : : N : : : '
0.104 P=0°1[100] / "\ ]
0.06 4

- \
0.04
0.02-\ /(D . =|129°
0.5 ; ;
04 /
0s] e /| \=m |/
. /
0.1 1

] PTm2|~ 199
0.0 . \/ . b .

0 50 100 150 200 250 300 350

¢ ° (L[001])

MIH (up)
\
/.

Figure 5.14: Anisotropy plot representing anisotropy modulation
within ab-plane. Easy axis for Tml is at 129°, while for Tm?2 it is
at 158° with respect to a-axis.

could accurately determine single-ion anisotropy. Figure 5.14 repre-
sents the anisotropy modulation within ab-plane. As discussed in the
manuscript, the Tm1 shows easy-axis anisotropy with easy-axis at 129°
with respect to a-axis, whereas Tm?2 shows easy-planer anisotropy with
easy-axis at 158° with respect to a-axis.

5.4 Muon Spin Rotation/Relaxation

The zero-field (ZF) and longitudinal field (LF) u*SR measurements
were performed on the polycrystalline samples of SrTm;0O4. The ZF-
1SR results show oscillations in the spectrum, a signature of long-
range magnetic order in the system [46]. However, the report by Haifeng
Li et al.[4] and our diffraction results (in the next chapter) show no
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short- or long-range order down to 65 mK. Thus, it is necessary to un-
derstand the origin of the oscillations in ZF-u*SR spectra of StTm,Oy.

5.4.1 Zero Field Muon Spin Rotation/Relaxation

The ZF-u*SR measurements were performed in the temperature range
19 mK-250K. At low temperatures (7" <100 K) three unique features
can be observed: oscillations due to muon precession, 2/3 relaxation,
and 1/3 relaxation. Thus the spectra were modeled using the following
equation:

X 1 2
aoPZp(t) =ay ge_AL’ + ge(_/m) cos(2mvt) (5.9)

where ay is the initial asymmetry and P}, *(r) the polarization and v is
the muon precession frequency due to local field. Az ( L = longitudinal
) and A7 ( T = transverse) are the relaxation rates parallel and perpen-
dicular to the local field. The mean value of local field experienced by
a muon at its stopping site Bj,. were obtained using 27v = y,Bjoc,
where vy, is the gyromagnetic ratio of the muon (0.1355MHz/mT)
[46]. The Bj,. is typically used as an ordering parameter [46]. For
higher temperatures, i.e., 7 >100K, 1/3 relaxation tail and parts of
2/3 relaxation tail for 7 >150K move beyond the instrument’s time
window. Longitudinal relaxation is also called 77- relaxation, which
typically originates from spin-lattice processes, whereas transverse re-
laxation is called 7>-relaxation and originates from spin-spin relaxation
process.

Muon precession frequency and thus derived Bj,. as a function of
temperature increase gradually, not showing typical power-law criti-
cal behavior observed in the second-order phase transition. Similar
temperature behavior is observed in the case of Ay, whereas Ay is dis-
tributed around 0.01(us)~!) down to 10K and sharply increases below
10K.

101



Crystal Fields in SrTm,0,

0.6 0.9
T=70K
0 ——10mT
' — 1mT
07 ——0.5mT
—O0mT
S 041 S
~ ~
g g
Q Q
- -
< 024 <
00 T T T T T T

Y i(us) © *i(us) ®
(a) (b)

Figure 5.15: Longitudinal field dependency of muon spectra captures
at 5K (a) and 70K (b).

5.4.2 Longitudinal Field Decoupling

The longitudinal decoupling measurements were made at SK and 70K.
From the Figure 5.15 it is evident that the oscillations in asymmetry
spectra are quenched in the applied fields of 5mT ( at 5K). This ob-
servation is consistent with the internal field extracted from the model
(4.4mT and 0.6mT, respectively). This indicates that the oscillations
in the ZF-spectra indeed correspond to the internal field. However,
at 5K, even for a relatively high field of 200 mT the polarization is
not entirely recovered, i.e., even with the application of longitudinal
field 40 times stronger than the internal field, the polarization has not
become time-independent. This implies that internal fields are fluctuat-
ing.

Fig .5.16 consists of plots of field dependency of v, Ar, and Ay ex-
tracted from the fitting Eq: 5.9 to the asymmetry spectra at 5K. In-
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terestingly, the 2/3 tail (hence A7) persists at fields higher than SmT,
where the precession frequency was quenched. Both A7 and A follow
similar trends in the applied field where the asymmetry re-polarization
does not quench at a high filed of 20 mT. Thus we can conclude that
the observed internal field is constantly fluctuating.
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Figure 5.16: The results from fitting LF-u*SR data at 5K to equation
59

5.4.3 Muon Stopping Site Calculation

Historically, a fundamental challenge in the interpretation of uSR data
was to understand the muon stopping site [118, 119]. In particular, for
SrTm,04 the origin of the local field could not be identified straight-
away. In this case, it becomes vital to identify the muon stopping

site and thus understand the source of the internal field sensed by the
muons.

In recent years various competent theoretical techniques have been de-
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veloped to aid the muon site determination[120]; in particular the DFT
based technique where the u* is modeled after H (proton) by geomet-
ric optimization [121]. This method is called DFT+u technique.

O Tm2
O sr

o ut

(b)

Figure 5.17: Representative set of starting muon positions in which
the muons were relocated to symmetry-reduced subspace with 0.5 Afor
inter-muon distance and 1 Afor muon-atom distance as a constraint. (a)
represents 35 starting positions and (b) single optimized position.

The DFT calculations were conducted by following the recipe pro-
vided in Ref. [119] with the plane-wave pseudopotential based code
QUANTUM ESPRESSO [61] using the generalized gradient approxima-
tion (GGA) exchange-correlation functional. Ions were modeled us-
ing ultrasoft pseudopotentials, and the muon was modeled by a norm-
conserving hydrogen pseudopotential (provided graciously by Arne Ra-
vandal). The Tm pseudopotential with the 4f electrons in the core (as
in crystal field calculations) was chosen, as this calculation is computa-
tionally less demanding. The calculations were performed for SrTm,O4
in a single unit cell. The Mufinder [121] program was used to obtain
the starting positions for muons. Two sets of starting positions were
chosen. In the first set, the muons were distributed randomly within the
unit cell by introducing the least inter-muon distances (u—u) and muon
to atom distances (u-atom) as constraints governing the random distri-
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bution of muons. In the second set, randomly distributed muons were
relocated to symmetry-reduced subspace, specifying the lowest inter-
muon distances and the muon-atom distance. Figure 5.17(a) shows the
initial starting position in the reduced sub-space of SrTm,;O4 unit cell.
The presence of a single muon stopping site (from experiments) was
considered while preparing these starting position sets. This considera-
tion was made as we observed a single precession frequency in the ZF
measurements. Each of these systems was allowed to relax until all the
forces were below 107°Ry/a.u. The calculations were performed with
sets with several lowest inter-muon and muon-atom distances as con-
straints. The calculation yields low-symmetry interstitial site [0.2092,
0.0448, 0.25] or its symmetry equivalent positions in 62.Pnam space
group (the parent structure) (in case muon is distributed in the entire
crystal). Figure 5.17(b) shows the optimized position in the reduced
sub-space of SrTm,O4 unit cell. Note that this calculation considers
only the diamagnetic muon states.

The muon-induced distortion impacts the crystal field levels. Qualita-
tive estimation of muon-induced distortion on crystal field levels was
carried out using the point charge model. Muon-induced distortion re-
duces the gap size of Tm2 by 38% and Tml by 80%.

5.5 Conclusion

The crystal fields of SrTm;O4 were investigated using susceptibility,
magnetization in pulsed fields, heat capacity, INS, and u*SR. Bulk
property results indicate a strong anisotropy and show no ordering,
down to 2K. INS measurements were successful in identifying five
excitations within 110 meV. Two crystal field models, the DFT and the
EC models, were implemented to understand the single-ion properties.
The DFT model predicts dominating |6,0) for Tml and |6,+1) for
Tm2 ground states, whereas the EC model determines the ground state
of both the inequivalent sites to ordain |6,0) states. Both the mod-
els predict easy-axis anisotropy for Tml and easy-plane anisotropy
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for Tm2. The EC model predicts the magnetic properties reasonably
well despite some small discrepancies at low temperatures, attributed
to inter-ionic magnetic interactions.

ZF-u*SR results show oscillations in the asymmetry spectra, a stan-
dard signature of long-range order. However, the absence of power-law
type critical behavior and lack of long or short-range order reported
in Ref. [4] indicates that the observed ordering is a muon induced
phenomenon. To quantify the impact of muon-induced distortion on
the crystal field, the muon stopping site was determined using DFT+u
methods. Then the point charge model was used to estimate the crystal
fields. The point charge model qualitatively determines how muon im-
plantation can renormalize the gap size of the low energy crystal field
levels by up to 80% on Tm1 and 38% on Tm?2.

Furthermore, the muon precession frequency follows an exponential
decay with a thermal activation gap of 11.3(3) K, the same as the gap
to the first excited state measured with INS. This, together with the
temperature dependence of the longitudinal field measurements, allows
us to conclude that the observed relaxation is dynamic in origin and
that the local field is rapidly fluctuating, making the muon experience
a quasi-static local field.

Finally, answers to the research questions formulated at the beginning
of this chapter can be summarized as follows:

* The EC crystal field model suggests both Tm1 and Tm?2 to pro-
cess non-magnetic ground-state with predominantly |6, 0) state.

* Crystal field models suggest easy-axis anisotropy for Tm1l and
easy-plane anisotropy for Tm?2 (in ab-plane). The c-axis remains
the hard axis for both sites.

* The temperature dependence of the precession frequency and the
relaxation rates in p*SR indicate that the system is in an ex-
tended critical regime, and the observed relaxation can be at-
tributed to dynamic ground state.
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ARTICLE INFO ABSTRACT
Keywords: The single ion properties of the zig-zag chain compound SrTm,0, have been investigated using heat capacity,
Crystal fields magnetic susceptibility, magnetization, inelastic neutron scattering, and polarized muon spectroscopy. Two

Rare-earth oxide
Neutron scattering
HSR

crystal field models are employed to estimate the single ion properties; a Density Function Theory based
model and an effective charge model based on the Hutchings point charge model. The latter describes our
experimental results well. This model estimates an easy-axis anisotropy for one of the Tm3* sites and an easy-

plane anisotropy for the second site. It also predicts a mixed ground state with dominating J = 0 characteristics
for both sites. Additionally, muon spin rotation/relaxation (4*SR) spectra reveal oscillations, typically a sign
of long-range magnetic order. However, the temperature dependence of the precession frequency and the
relaxation rates indicate that the system is in an extended critical regime and the observed relaxation is actually

dynamic.

1. Introduction

It was previously thought that rare-earth-based magnetic systems
were well described in terms of classical long-range order of the total
angular momentum and that unconventional magnetic phases were
only realized in pure spin systems. However, that picture is rapidly
changing, as it has been shown that crystal field effects together with
magnetic frustration, low coordination, dipolar interactions, and low
dimensionality can cast the perfect ground for exotic phenomena in
rare-earth systems, such as cooperative paramagnetism [1], potential
spin liquid phases [2,3], noncollinear order [4] and dimerization [5,6].

Unconventional magnetic phenomena have been reported for sev-
eral members of the SrLn,0, family of compounds, where Ln are rare
earth ions [7-12]. These extend from long-range incommensurate struc-
tures in SrTb,0, [13], coexisting distinctive types of short-range orders
in SrHo,0, [14,15] and SrDy,0, [14,16], and coexisting noncollinear
long-range and short-range order in SrYb,0, [17]. These compounds
crystallize in the orthorhombic space group 62.Pnam, where two crys-
tallographically inequivalent trivalent rare earth ions are surrounded
by distorted oxygen octahedra, with monoclinic C, site symmetry, and
form two zig-zag chains running along the c-axis (Fig. 1(a)).

* Corresponding author.

The low-lying crystal field scheme plays a key role in forming highly
anisotropic magnetic properties in SrLn,0, family [8]. However, deter-
mining the crystal field scheme has been a non-trivial task due to the
two inequivalent Ln®* in low symmetry environments. Nevertheless,
successful modeling of the crystal field schemes for some members of
this family has been reported [14,18].

In SrTm,0, Tm3* has electronic configuration [Xe] 412 (non-
Kramers ion). A 13-fold degenerate ground state is expected for the
lowest energy multiplet 3 Hg (S=1, L =5, and J = 6) for every Tm3*.
crystal field only ground state is usually a singlet for the systems in-
volving non-Kramers rare earth ions, and there is no magnetic ordering
down to the lowest temperatures [19]. This is in agreement with the
results reported by Haifeng Li et al. [20], which shows the absence of
short and long-range magnetic ordering in SrTm,0, down to 60 mK.

Here, we present two aspects related to the single ion effects in
SrTm,0y,. In the first part, we report the results of our magnetic charac-
terization through heat capacity, magnetization, magnetic susceptibil-
ity, inelastic neutron scattering (INS) measurements, and we implement
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Fig. 1. (Color online) (a) SrTm,0, unit cell. Sr?* ions are shown in green, 02~ in red, Tm1 in blue, and Tm2 in orange. Tm3* zig-zag chains run along the c-axis and form a
distorted honeycomb in ab-projection. (b) Measured magnetization (symbols) as a function of the magnetic field at 1.5K, with magnetic fields applied along the main crystallographic
axes. Calculated magnetization using the EC model (straight lines) and the DFT model (dashed lines). (¢) Visual representations of g-tensor ellipsoid for Tm1l and Tm2 for the

EC model. Tm1 shows easy-axis anisotropy while Tm2 shows easy-plane anisotropy. There

is no component along the c-axis for both ions. (d) Low-temperature heat capacity of

SrTm,0,(data open circles). The blue dashed line corresponds to the calculated Schottky anomaly using the DFT model, and the red solid line corresponds to the EC model. (e,f)
Temperature dependence of DC magnetic susceptibility of SrTm,0, (data shown as symbols) with a magnetic field of 0.1 T applied along (e) the c-axis and (f) a- and b-axes. The

figures show the calculated susceptibility using the DFT model as dashed lines and the EC

two crystal field models. In the second part, we present the observa-
tion of quasistatic order observed with muon spin rotation/relaxation
(u*SR).

The standard method used in determining crystal fields involves
searching for crystal field parameters (CFP) in parameter space that
fit thermodynamic and spectroscopic properties. This procedure has
multiple challenges. The major challenge is, degenerate sets of CFPs are
expected for a low-symmetry non-Kramers system with multiple mag-
netic ions. To overcome these challenges, the crystal field problem in
SrTm,04 was approached with an ab-initio Density Functional Theory
based model (DFT model) [21] and effective charge model (EC model)
based on the point charge model (PC model) [22].

The DFT model is based on methodology proposed by Novak et al.
[21]. In this method CFPs are obtained by using maximally localized
Wannier functions (MWLF) with an all-electron DFT implementation.
The advantage of this method is that, there is only one parameter that
needs to be determined called ‘charge transfer energy’, 4. The ‘charge
transfer energy’ is estimated by,

A% By (Af "D Nyg = 1) = Eyo (4 Nygr) (€]

where n-is number of electrons in 4f shell, N, is number of electrons in
the valence band, E,, (4™, N,,) is the ground state total energy, and
E, (4™, N, —1) is the excited state energy. This method has been
successfully implemented on several rare earth systems [21,23,24].

The EC model is based on Hutchings crystallographic PC model
[25]. In this method, the crystallographic PC model was modified
to account for oxygen’s point charge with adjustable effective charge
and effective radius. In our case, the crystallographic PC model with
naive use of standard charge (i.e. —2e for oxygen) and crystallographic
coordinates at the position of the nucleus of oxygens did not result in an
accurate prediction of the magnetic properties. Thus, oxygen charges
and their displacement from crystallographic positions are fitted to
INS spectra. This approach is more realistic compared to the crystallo-
graphic PC model and unlike the standard CFP fit approach avoids over-
parameterization of fitted parameters. Similar semi-empirical improvi-
sation has been successfully implemented for single-molecule magnets
(SMM) [26] and for rare-earth pyrochlores [22].

model as solid lines.

In the second part, we present u*SR results. Typical static order in
magnetic systems with zero fields y*SR (ZF-u*SR) manifests as oscil-
lations in the asymmetry spectra. These oscillations are due to muon
precessing in the internal magnetic field associated with magnetically
ordered surroundings [27]. Similar observations in SrTm,0, contradict
the absence of magnetic order reported in Ref. [20]. Here, we prove
that the quasistatic order observed in x*SR is due to a muon induced
lattice distortion. In this work, we use ab-initio techniques to identify
the muon stopping site and qualitatively discuss the impact of muon
implantation on the crystal field with the aid of the PC model.

2. Methods

Powder SrTm,0, samples were prepared according to Ref. [7], and
single crystals were synthesized as described in Ref. [20]. A single
crystal sample of mass 2.9 mg was used to measure the magnetization in
the temperature range of 2-300 K with a magnetic field of 0.1 T applied
along with main crystallographic directions. Heat capacity measure-
ments were performed in a single-crystal sample of mass 49 mg in the
temperature range of 2-200 K. These measurements were performed
using a Physical Property Measurement System.

High-field magnetization was measured in a *He-flow cryostat up
to 58T using a coaxial pickup coil system [29]. The calibration to
the absolute value of magnetization was done using a continuous field
magnetometer in a commercial Superconducting Quantum Interference
Device.

INS experiments were performed on a polycrystalline sample of
mass 3.9g at 5K using the direct geometry neutron Time-of-Flight
(TOF) instrument MAPS at ISIS [30]. The MAPS spectrometer was
operated in two multi-rep modes yielding two incident energies (E;)
26 meV and 130 meV using the sloppy chopper operated at 400 Hz.

The DFT model uses DFT derived Wannier functions, which takes
the anisotropic shape features of f-orbitals into consideration [21,31].
The implementation procedure of this model for the APW+lo pro-
gram, WIEN2Kk, was provided by Novék, et al. [21,32]. This procedure
consists of two steps. In the first step, the standard self-consistent
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Fig. 2. (Color online) INS spectrum of powder SrTm,0, as a function of momentum transfer (|Q|) and energy transfer (AE) with (a) E, = 130meV and (b) E, = 26 meV. The
spectrum was recorded using the MAPS spectrometer at 5K. The color intensity scale indicates neutron counts, where purple stands for low counts and yellow high counts in
arbitrary units. The gaps in the spectra are due to gaps between adjacent detectors. Integrated INS intensity (open symbols) as a function of energy transfer for (c) E, = 26 meV
integrated in the range 0.7A! < Q0 < 25A! and (d) E, = 130meV integrated in the range 1A < Q < 4A-1. Simulated spectra using the DFT (blue dashed line) and EC
models (red solid line). Green lines refer to the calculated instrument resolution at the specific energy transfer [28]. |Q| dependency of the identified modes in the spectra for (e)

E, =26meV and (f) E, = 130 meV.

solution of the Kohn-Sham equations of the DFT was performed with
WIENZ2k [32]. The PBE-GGA exchange—correlation functional was used
for this calculation. The atomic sphere radii for Tm = 2.4a.u, Sr
= 2.24au and O = 1.6a.u were chosen. The number of basis sets
amounted to ~ 4023 (corresponding to RKmax = 7.0), the number of k
points in the irreducible part of the Brillouin zone was 200 (= 5x4x10).
In this step, the Tm3*(4f) states were considered as the core states
(open core) to avoid non-physical self-interactions that would dominate
the crystal field Hamiltonian. In the following step, f-electrons of one
of the inequivalent Tm3*were treated as valance states to allow their
hybridization with the ligand orbitals (oxygen 2s and 2p). The relative
position of 4f and ligand orbitals were adjusted by introducing a
correction term 4, which approximates the charge transfer energy. The
non-self-consistent calculation was then performed, which yields the
4f Bloch states. These were transformed into Wannier functions using
Wannier90 and Wien2wannier [33,34]. This calculation yields the
4f local Hamiltonian, and it was then expanded in spherical tensor
operators to obtain the CFPs, which are the expansion coefficients in
Wybourne normalization [21,35]. Series of calculations with different 4
values in the range —0.68 eV to —13.6 eV were performed and compared
with experimental results such as INS levels and bulk properties. The
value of 4 = —1.83 eV was found to emulate the experimental results
closely.

The EC model is based on the crystallographic PC model where
the charge on oxygen ligands surrounding Tm>* are considered as
effective point charges lying between Tm-O bonds at effective radii.
The starting values of effective charges are estimated by considering
a net charge contribution to the oxygen by three Tm3+and two Sr2+
coordinating with every oxygen. Subsequently, optimal effective charge
and positions are obtained by fitting INS data using the code provided
with Ref. [22] and SIMPRE [36]. The DFT model provides approximate
estimations of crystal field levels that originate from Tm1l and Tm2.
These estimations were considered to perform the fitting efficiently.
Effective charges —0.468¢ and —0.725¢ and effective radii of 1.571 A
and 1.736 A are obtained from fitting INS data for Tm1 and Tm2 respec-
tively. The CFP’s for DFT model and EC model in Stevens normalization
are presented in Table 1.

Zero-field (ZF-) and longitudinal field (LF-) muon spin resonance
#+SR measurements were performed with a polycrystalline sample,
using the instruments DOLLY and LTF at the Swiss muon source (SuS),
PSI. For the experiments, 2 g of polycrystalline sample was mixed with
alcohol diluted GE varnish and attached to a silver plate for good
thermalization. The LTF instrument with a dilution refrigerator was
used to make two zero-field measurements at 19mK and 1.4K. ZF-
measurements at several temperatures (between 2-250K) were made
on the DOLLY instrument. In addition, LF-measurements were made
at 70K and 5K with several magnetic fields applied in the range
0.05mT-0.5T using DOLLY.

To understand the muon-induced effects, theoretical calculations
(u*-DFT) were used to estimate the muon stopping site and the impact
of muon on the local environment. The calculations were performed
with the plane wave pseudopotential program QUANTUM ESPRESSO
[37] using GGA exchange—correlation. Ions were modeled using ul-
trasoft pseudopotentials, and the muon was modeled by a norm-
conserving hydrogen pseudopotential following the calculations in
Ref. [38]. The calculations were performed in a single unit cell. The
Mufinder was used to assign the starting positions for muons [39].
The system was allowed to relax until all the forces were below
10-3Ry/a.u. The calculations were performed with sets of several
lowest inter-muon and muon to atom distances as constraints. Effect
of muon implantation on crystal fields were then quantified using
Hutchings PC model by comparing crystal fields before and after muon
implantation.

3. Results
3.1. Crystal field analysis

Magnetization results obtained from pulsed-field measurements at
T = 1.5K are compared with net magnetization obtained from DFT
and EC models in Fig. 1(b). Magnetization with fields applied along
the a- and b-axes increase quickly (< 10T) and slow down eventually
at higher fields. The c-axis remains the hard axis at all fields. The
theoretical saturation moment for Tm3+is 7 pz. However, magnetization
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Table 1

CFPs B (meV) in Stevens normalization for DFT model and EC model.
B DFT Tm1 DFT Tm2 EC-Tm1 EC-Tm2
Bg 0.086866 —0.100362 0.118755 0.075761
B’E’ 0.344579 —-0.553521 —0.06381 —-0.253117
B;z 0.114204 —-0.576164 0.33965 0.477003
Bf" —-0.000518 —0.000558 —0.003498 —-0.002377
Bf —0.018459 0.011757 —0.024412 0.0313
B;z —-0.0184 0.014482 —-0.011755 0.008587
B: —0.004236 0.00228 —0.000164 0.005889
B;‘ 0.022274 0.016151 0.031696 0.016069
Bg 0.000046 0.000042 0.000048 0.000049
Bg 0.000152 0.000075 0.000001 0.000003
Bgz 0.000136 —0.000075 —0.000002 —0.000015
B; —0.000044 0.000105 —0.000043 0.000026
B;" —0.000138 —0.000061 —0.000131 —0.000146
B: 0.000277 —-0.000118 0.00016 0.000029
B —0.000083 0.00022 —-0.000111 0.00004

along a-direction only reaches a maximum of ~ 6.24 pp for maximum
applied field. The measured slopes suggest that the sample is far from
reaching magnetic saturation.

The magnetization for each crystal field model was derived by
taking the average of magnetization of the two inequivalent sites. The
EC model predicts magnetization trends with a slight deviation. This
slight mismatch could be corrected by including the Weiss-molecular
fields, implying significant contributions from magnetic interactions
(not done here). The net magnetization from the DFT model does not
predict the magnetization trends correctly.

A visual representation of g-tensor obtained from EC model for
Tml and Tm2 is presented in Fig. 1(c). EC model predicts easy-axis
anisotropy for Tm1 and easy-plane anisotropy (ab-plane) for Tm2. The
model predicts the c-axis to be the hard axis for both Tm1 and Tm2.
The DFT model also predicts similar anisotropy trends however these
are not shown here. Similar distinct single ion anisotropy between
inequivalent sites is a common occurrence in SrLn,0, family [14,18].

Low-temperature heat capacity is presented in Fig. 1(d). A broad
bump observed at low temperatures is a clear sign of a Schottky
anomaly, implying the existence of low energy excitations. Above
20K, phonon contributions to heat capacity get significantly stronger,
making it difficult to distinguish any other magnetic contributions.
Both crystal field models predict the Schottky anomaly fairly accu-
rately indicating that the models predict the low energy excitations
accurately.

Measured and calculated magnetic susceptibility, are shown in
Figs. 1(e,f). These experimental results are a good indicator of the
high magnetic anisotropy in this compound. The susceptibility along
the c-axis is an order of magnitude smaller than for other directions,
again reiterating that it is the hardest axis for magnetization. The
susceptibility follows a paramagnetic behavior for temperatures below
50K, followed by a broad peak centered at 220K. On the other hand,
the susceptibility for fields applied along the a- and b-axes follow a
Curie-Weiss behavior all the way down to 50K, where the curves
start leveling off. None of the curves show any sign of a transition
to a long range magnetic order. The EC model predicts susceptibility
trends significantly well at high temperatures. At low temperatures
however, it deviates from the experimental results. This could be due
to unaccounted contributions from magnetic interactions.

Powder INS spectra measured at 5K with incident energies 26 and
130 meV are presented as a function of momentum transfer (|Q|) and
energy transfer (4E) in Figs. 2(a, b). The specific incident energies
were chosen to cover the entire energy range in which the ground
state multiplet expands (E < 110meV). Integrated neutron scattering
intensity as a function of energy transfer is presented in Figs. 2(c, d).
In the low energy excitation spectra, two dispersing excitations can
be identified centered at 1.230(5) meV and 3.412(3) meV with minima
at ~ 1.2A71. In the higher energy range, three excitations centered

at 23.72(4) meV, 35.82(6)meV and 71.00(2) meV are identified. The
expected instrument resolution was calculated using Mantid [28] for
each of the centers of the identified peaks. These are shown as green
horizontal lines in Figs. 2(c,d). It can be noted that the all peaks are
slightly broader than the resolution. This is expected for the lowest
two modes, as they are dispersing. No dispersion can be seen however
for the higher modes, and the slight broadening could be due to the
overlapping of multiple excitations. Integrated intensity as a function
of momentum transfer for each of these identified modes is plotted in
Figs. 2(e,f). The decreasing intensity for increasing values of |Q| is an
indicator of the magnetic nature of the excitations. It is important to
note that the low energy modes (Fig. 2(e)) are influenced by the dy-
namic structure factor due to inter-ionic magnetic interactions, showing
a maximum centered at 1.2 A~1. The |1Q| of mode centered at 71 meV,
does not show the typical magnetic form factor. This could be due to
strong phonon contributions at the measured restricted |Q| range and
energy transferred.

The fitted and calculated neutron powder scattering cross-section
for EC and DFT models are presented in Figs. 2(c,d). The cross-sections
were convoluted with the MAPS instrument resolution function using
Mantid [28]. The EC model fits INS data well. A small disagreement is
found around 30.492meV, where the model calculates additional crys-
tal field modes. Contrarily, the DFT model is successful in explaining
only the low-energy excitations.

The first four eigenvalues and eigenvectors are reported in
Table 2(a) and (b) for the DFT and EC models. J-mixing was observed
within [3Hg, m, ). The EC model predicts major contributions from J =
0 to the ground states of both the sites and J = +1 dominates the first
excited states. In contrast, in the DFT model, the major contribution
to the Tm1 ground state comes from J = 0, while the ground state of
Tm2 J = +1 provides a major contribution. It is evident that among
the low energy excitations, the first excited state originates from Tm2
while the second excited state comes from Tm1.

3.2. uTSR — Muon spin rotation and relaxation

ZF-u*SR asymmetry for selected temperatures are presented in
Fig. 3(a). At low temperatures (T < 100K), along with the relaxation
part, there are oscillations with a single frequency that start devel-
oping and damps as the time evolves. At higher temperatures, these
oscillations move beyond the instrument’s time window, and only the
relaxing part is available. The oscillations in the data are due to the
muon precession as the muon experiences a static magnetic field in its
immediate vicinity. Such oscillations are usually linked to long-range
magnetic order, and a single frequency observation is the evidence for a
single muon stopping site [27]. Despite this, there is no other evidence
of long-range order in this compound, as discussed before.

The pu*SR spectra were modeled using the polarization Eq. (2) for
the entire temperature range (19 mK-250K) [40].

aonx"(r) = ao[%e’“’ + %e(”lT”cos(Zﬂvt)] 2)

Where aj is the initial asymmetry and P} (1) the polarization and
v is the muon precession frequency. A; (L= longitudinal) and Ay
(T = transverse) are the relaxation rates parallel and perpendicular
to the local field. In polycrystalline samples, the ratio of amplitudes
between parallel and perpendicular components is 1 2 (fixed in
Eq. (2)) [41]. The mean value of local field experienced by a muon
at its stopping site B,. can be obtained from the Larmor precession
frequency using 2zv =y, Bj,., where y, is the gyromagnetic ratio of
the muon (0.1355 MHz/mT) [27].

In polycrystalline samples, one can estimate A; by observing a 1/3
tail of the asymmetry spectra and i a 2/3 tail. At low temperatures,
the relaxation of both 1/3 and 2/3 tails is clearly visible. However,
above 45K, the 1/3 tail slowly shifts beyond 9 ps, the upper limit of the
instrument, and vanishes completely above 100 K. Parts of the 2/3 tail
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Table 2
Eigenvectors and Eigenvalues of the crystal field models.
Model | E (meV) | |0) [+1) 1+2) |+3) |+4) |+5) |+6) ‘ Model || E (meV) | |0) |£1) 1+2) [+3) |+4) |+5) |+6)
0.000 0.695 0.0586 0.079 0.015 0.000 0.5597 0.1532 0.0499 0.017
EC 3.143 0.4333 0.0295 0.0371 EC 0.994 0.4029 0.0667 0.0304
23.162 0.2411 0.1586 0.1003 32.997 0.0048 0.0355 0.1898 0.2724
30.492 0.0629 0.4041 0.0133 0.0512 36.585 0.0256 0.1154 0.359
0.000 0.5688 0.1108 0.0927 0.0041 0.000 0.4000 0.0006 0.0884
DFT 3.935 0.4467 0.0056 0.0408 DFT 1.202 0.6537 0.13 0.0339 0.0027
21.608 0.0589 0.1849 0.2488 20.387 0.0589 0.1849 0.2842
35.589 0.0258 0.1098 0.3591 21.379 0.0076 0.1747 0.1508 0.1652
PC 0.000 0.6083 0.1577 0.0301 PC 0.000 0.4423 0.2163 0.0508
1.228 0.455 0.0281 0.011 0.388 0.369 0.107 0.0183
w#*-PC || 0.0000 0.4896 0.2133 0.0347 w#*-PC | 0.0000 0.212 0.1630 0.0983
0.234 0.3951 0.0902 0.0087 0.24 0.1965 0.1311 0.0574
(a) Tm1 (b) Tm2
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Fig. 3. (Color online) (a) ZF-u*SR spectra at selected temperatures. The solid lines represent the model described in Eq. (2). (b) LF-u*SR spectra at selected applied magnetic fields
at 5K. (¢) Local field as a function of temperature extracted from the fitting to the ZF-x*SR data. (d) Muon precession frequency and exponential decay fit. Extracted transverse
(e) and longitudinal (f) relaxation rates. The dashed line at 0.01(ps)™! in (f) is a guide to the eye.

are not visible beyond 150 K. Hence our understanding of temperature
dependence of ZF-relaxation rates and muon precession frequency is
limited by the instrument time window.

The muon precession frequency v and the B, are presented in
Fig. 3(c,d). It is important to note that in a compound exhibiting
no spontaneous magnetic order, B, is only different to zero in an
applied magnetic field. Here, however, B, increases exponentially
while cooling down, leveling off for temperatures below 2K at 4.7 mT.
There is no clear critical temperature, unlike any standard second-order
phase transition to an ordered state. The muon precession frequency
follows a similar trend, its temperature dependency has been fitted
to an exponential decay function of the form exp(—5/T) [42], where
5 =11.3(3)K (0.97 meV), seen as a blue line in Fig. 3(d). This activation
temperature, §, has coincidentally the same value of the gap to the first
excited state.

The transverse and longitudinal muon spin relaxation rates ex-
tracted from the fits are presented in Figs. 3(e, ). A; is at least an order
of magnitude faster than 4; and has a similar temperature dependence
as that of v. However, 4, remains almost constant, i.e., 0.01(pus)™!
above 10K, and sharply increases below. The origin of the transverse
component of the relaxation rate could either be due to the distribution
of the local field or the dephasing of muon precession from fluctuation
effects [41]. On the other hand, the longitudinal component is purely

due to fluctuations (dynamic effects). If the transverse component of
the relaxation was due to static or quasi-static field distribution, then
the field distribution should have narrowed as the local field (ordering
parameter) reaches saturation. Nevertheless, we see that the relaxation
rate increases as the local field increases saturating at 2 K. This behavior
is a sign of an extended critical regime, similar to the one reported for
TmNi,B,C [41].

Also, a consistent observation can be made in the case of the longitu-
dinal field measurements. Fig. 3(b) shows the LF-x4*SR time evolution
spectra captured at T = 5K with various applied magnetic fields in
longitudinal geometry. This technique is used to determine whether the
damping of muon polarization is caused due to the distribution of static
fields or relaxation due to fluctuations [27]. The asymmetry spectra
measured at several fields show that the oscillations are quenched at an
applied field of 5mT, which is close to B, value at 5K. Nonetheless,
there is no sign of relaxation quenching even at 0.2 T.

The muon stopping site was estimated using DFT based structural
relaxation calculation, as explained in the methods section. A plane-
wave pseudopotential program was used as it is relatively faster than
all-electron DFT programs for structural relaxation. The presence of
a single muon stopping site was considered as a single precession
frequency was observed in the ZF measurements. The calculation yields
a low symmetry interstitial site, as shown in Fig. 4(a). The effects of
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Tml pt=Tml  Tm2 pt-Tm2

Fig. 4. (Color online) (a) Bond lengths comparisons before (extracted from Ref. [20])
and after muon implantation. (b) Impact of the muon-induced distortion in the crystal
field scheme calculated using the PC model.

muon implantation on the crystal field scheme were modeled using the
PC model and are shown in Fig. 4(b). Although the PC model is not
accurate, it gives a qualitative distinction between the unperturbed and
muon-perturbed crystal fields. The muon-induced distortion reduces
the gap to the first excited state by ~ 80% for Tm1 and by ~ 38% for
Tm2.

4. Conclusions

The crystal field properties of the non-Kramers compound SrTm,0,
were investigated using a combination of susceptibility, magnetization
in pulsed fields, heat capacity, INS, and polarized muon spectroscopy.
Two crystal field models, the DFT model, and the EC model are pro-
posed to understand the single-ion properties. The DFT model foresees
the ground state dominated by J = 0 for Tm1 and J = +1 for Tm2 while
the EC model determines the ground state of both the inequivalent sites
to show predominantly J = 0 characteristics. Both the models predict
easy-axis anisotropy for Tm1 and easy-plane anisotropy for Tm2. The
EC model predicts the magnetic properties to great extent despite some
small discrepancies at low temperatures, which can be attributed to
inter-ionic magnetic interactions. These will be discussed in a separate
report.

On the other hand, the DFT model is far from being perfect. Accu-
racy of the DFT model CFPs are strongly determined by the accurate
determination of A. Although Wannier90 program calculates MWLFs,
it does not guarantee that they will be centered on the crystallographic
site of the Tm3* ions. To avoid this, calculations with other Wannier
function formalism could be implemented as suggested in Ref. [23].
Additionally, even though open core calculations should restrain the
4f electrons in the core, some of their density can still leak out.
Despite these shortcomings, the DFT model has provided a preliminary
understanding of the crystal field schemes that have helped in making
efficient fitting of INS spectra to arrive at the EC model.

ZF-u* SR results show oscillations in the asymmetry spectra, a stan-
dard signature of long-range order. However, the absence of standard
critical behavior and absence of long or short-range order reported
in Ref. [20] indicates that the observed ordering is a muon induced
phenomenon. To quantify the impact of muon-induced distortion on the
crystal field, the muon stopping site was determined using DFT tech-
niques, and then the crystallographic PC model was used to estimate
the crystal field. The PC model qualitatively determines how muon
implantation can renormalize the gap size to the low energy crystal

field levels by up to 80% on Tm1 and 38% on Tm2. The renormalized
gaps would take a value of ~ 0.6meV (~ 7K) for both ions. Having
eventually an effective pseudo-doublet ground state. Similar observa-
tions have been made in the case of other non-magnetic non-Kramers
ion-based systems [38,43,44] where it has been concluded that the
observation of local fields was due to a muon-induced perturbation in
the crystal field scheme. In these cases, however, hyperfine interactions
play an important role.

Further insights are revealed by analyzing the temperature de-
pendence of the muon precession frequency. The muon precession
frequency follows an exponential decay with a thermal activation gap
of 11.3(3)K, which is the same as the gap to the first excited state
measured with INS. This together with the temperature dependence
of the longitudinal field measurements allow us to conclude that the
observed relaxation is dynamic in origin and that the local field is
rapidly fluctuating, making the muon experience a quasi-static local
field.
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6 Frustration & Field-Induced
Phase in SrTm,0y,

This chapter studies the magnetic exchange interaction and magnetic
field-induced behavior of SrTm,;O4. The project was conceived and
supervised by D. L. Quintero-Castro.

XY Z-polarized neutron measurements were performed by R. Toft-Petersen,
A. Wildes, and myself on D7 instrument at ILL. The low-energy INS
measurements on single-crystal SrTm;O4 were carried out by D. L.
Quintero-Castro, R. Toft-Petersen, J. Xu, and myself on the V2-FLEXX
instrument at HZB.

The AC-susceptibility measurements were performed at Core Lab quan-
tum materials, HZB by K. Siemensmeyer D. L. Quintero-Castro, and
me. Powder NPD measurement in the applied magnetic field was per-
formed on the DMC instrument at SINQ, PSI by D. L. Quintero-Castro,
A. Gazizulina, V. Pomjakushin, and me.

I performed all the data analysis, modeling, and interpretation with
support from D. L. Quintero-Castro.

6.1 Introduction

In the previous chapter, I have described the role of the crystal fields
in the magnetism of SrTm;QO4. The crystal field was successfully es-
timated using DFT and EC models. The EC model accurately cap-
tures the crystal fields of SrTm,Oy, predicting the ground state of both
Tml and Tm2 to be singlet |6,0) and the first excited state |6,=+1).
This model suggests that Tm1 has easy-axis anisotropy while Tm?2
has easy-plane anisotropy. Additionally, the lowest dispersing mode
(AE ~ 1meV) was found to originate from Tm?2, while the next mode
(AE =~ 3meV) originated from Tml. These dispersing gapped excita-
tions indicate that the exchange interactions could have a crucial role
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in the magnetic properties of this system.

Figure 6.1: The single crystal StTm;O4 mounted on the sample holder.

As discussed earlier, members of the SrLn;O4 family show diverse
magnetic behavior. Most prominently, the importance of low-energy
crystal field excitations was highlighted in Ref. [99], as also in the pre-
vious chapter of this thesis. Some of the members of this family show
exotic ground states [122-127]. For example, in SrDy,O4 magnetic
frustration and low dimensionality have prevented long-ranged mag-
netic ordering. This system is known to realize one-dimensional mag-
netic correlations along the chain direction, which is accounted for by
the axial next-nearest-neighbor Ising model (ANNNI) [123]. Addition-
ally, most of the members of this family show fascinating field-induced
behavior [102, 128-131]. SrDy,0O4 lacks long-short range magnetic
order down to 60 mK. However, when the magnetic field was applied
along the b-axis, the system exhibited a field-induced phase with a
magnetization plateau at 1/3 of the saturation value [129, 131]. The
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long-range ordered magnetic structure is shown to be identical to the
one-dimensional ANNNI model in longitudinal fields [130].

However, SrTm,0,4 behaves very differently compared to other mem-
bers of the SrLn,O4 family. The SrTm;QO4i1s the only system, among
the members studied until the drafting of this thesis, that does not show
either long or short range order down to 65mK [4]. Unlike in most
members of the family, the magnetization does not show ‘plateau’ for-
mation, implying that the strongest contributor to magnetic anisotropy
are mostly crystal fields. Additionally, low-energy modes in SrTm;Oq4
are dispersing, indicating that the ground state of the system cannot
be ruled out as being crystal field only, without understanding the ex-
change interactions. In this regard, it is critical to model the dispersion
to extract exchange interactions.

To begin with, we intended to approach the project to answer the fol-
lowing questions:

1. Which are the exchange interactions causing dispersing gapped
excitations?

2. What are the implications of the exchange interactions?

3. Can the system be driven to thermal phase transition?

4. What are the consequences of oscillations observed in the muon
spectra, in the light of exchange interactions?

The first step would be to verify the absence of any short-range order
reported in Ref. [4] by observing the HL-plane which was not probed
in Ref. [4]. Next, it would be vital to map and model the exchange
interactions in various crystallographic directions. Furthermore, the in-
fluence of the applied field needs to be studied using NPD.
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6.2 Experimental Details

The Quantum Design PPMS-ACMS was used to measure AC suscep-
tibility. A single crystal sample of mass 49 mg was measured in the
temperature range 2-200 K with the DC-magnetic fields of 1-14T ap-
plied along the c-axis and frequencies in the range f =10Hz-3 KHz.
The measurements were performed in both field cooled (FC) and zero-
field cooled (ZFC) protocols.

The magnetic structure in applied magnetic fields was studied using the
neutron diffractometer DMC at SINQ-PSI [53] with a wavelength of
2.45A. A powder sample amounting to 5 g was pressed into pellets to
fix the powder orientation while applying a magnetic field. The sample
was measured under the ZFC protocol at 1.5, 30, and 120 K with 0 and
4.5T applied magnetic fields. Subsequently, diffraction patterns were
acquired in an applied magnetic field in the range 0 — 4.5T at 1.5K.
Additionally, diffraction patterns were also acquired at 4.5 T between
1.5-40K and at 120K.

The low energy excitation spectra (<5meV) were investigated using
inelastic neutron scattering. The cold neutron triple-axis spectrometer
FLEXX at HZB [55] was used to make these measurements. A large
cylindrical single crystal of mass ~ 3.2 g mounted on an aluminum
sample holder was used for these experiments (Fig. 6.1). Constant
wave-vector transfer Q-scans were preformed along [02 L],[20 L],
[0K 0], [02.5L], and [00 L] with fixed final wave-vector k y=1.3 Al
( Ey=35 meV).

Uniaxial longitudinal neutron polarization analysis was carried out us-
ing the diffuse scattering spectrometer D7 at ILL [57] with a wave-
length of 4.8 A. The data were calibrated with vanadium and amor-
phous quartz. The non-time-of-flight mode was used to collect the
data, leading to the extraction of the integrated scattering intensity with
an incident energy of E; = 3.55meV. Approximately 5g of SrTm;Oq4
polycrystalline and a large cylindrical single crystal of mass ~ 3.2 ¢
( Fig. 6.1) with (H,0,L)-plane on the scattering plane was used.
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Figure 6.2: Magnetic powder patter obtained from D7 (black) over-
laid with INS data (red) reported in previous chapter integrated be-
tween 0.7 < Ej < 3.55 (meV). The blue line represents RMC fit using
Spinvert [132, 133].

Equal counting times were spent for x, y,, and z polarization. The nu-
clear, magnetic, and nuclear spin-incoherent scattering cross sections
were separated as a function of the wave-vector transfer Q using the
XY Z—polarization analysis method described in Ref. [134].

6.3 Diffused Scattering

To confirm the lack of short-range order, we performed a polarized
neutron experiment using the diffused scattering spectrometer D7 at the
ILL [57] on both single crystal and polycrystalline samples. Figures
6.2 & 6.3 show the magnetic signal obtained out of XY Z-polarization
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analysis as described in Ref. [134] for the polycrystalline sample and
single-crystal, respectively. Diffused features in signal can be seen cen-
tered around (000.66) on the (H0L) plane in single crystal and at
|0] ~ 1.3 A! in the polycrystalline sample. This signal seem to con-
tradict the previously published D7 data measured on the (H K 0) plane
[4], where no magnetic signal was found.

15 ‘ ‘ ‘ ‘ m 0.12
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5
05 0.08 g
= g
= ) 0.06 =
~ =
~ 10.04
0.5
0.02
1t
0
1.5
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Figure 6.3: Pure magnetic signal after subtracting data from structural

model. The color intensity scale indicates neutron counts, where blue
stands for low counts and red for high counts in arbitrary units.

I have used reverse Monte-Carlo (RMC) refinement procedure using
the Spinvert program [132, 133] to analyze the powder result, since
the diffuse features in powder data cannot be modeled using conven-
tional Rietveld refinement. The optimal 6 x 6 x 6 super-cell (1728
spins) is used with the spins initially lying on the ab-plane for both
Tm>* ions. This optimal super-cell was obtained by reconstructing the
dynamic structure factors from RMC using the Scatty program [135]
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and comparing it with single crystal data. Figure 6.4 presents single-
crystal magnetic signal reconstructed from refined RMC model for 6
x 6 x 6 super-cell. The spin correlation function is plotted in Figure
6.5 as a function of the radial distance between the corresponding spin
pair. These correlations are predominately antiferromagnetic (AFM) at
shorter distances, where the nearest neighbors (NN) are the strongest
interactions. The strongest ferromagnetic correlations are obtained for
distances related to interchain (different Tm chains) exchange paths.
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Figure 6.4: Single crystal dynamic structure factor reconstructed for
RMC model using Skatty [135].The color intensity scale indicates
neutron counts, where blue stands for low counts and red for high
counts in arbitrary units.

The D7 data were acquired in the non-time of flight mode, where final-
transfer energy is not analyzed. Thus it is necessary to investigate
whether the spectral weight is in the elastic or inelastic channel. For
this reason, inelastic neutron scattering data from the previous chapter
was used as a comparison by integrating the spectrum in the transferred
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energy region 0.7 < E < 3.55meV. Figure 6.2 shows the comparison.
It is evident that the diffused signal originates from the low-energy ex-
citations (< 3.55meV), and no spectral weight can be linked to elastic
diffuse scattering. Therefore, there is no indication of magnetic short-
range order in this compound, in contrast to other members of this
family. Thus we can conclude that our results are in consistent with
polarized neutron results reported in Ref. [4].

B AFM
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Figure 6.5: Spin correlation |(S(0).S(r;))| as a function of the ra-
dial distance r; calculated from the refined RMC model for 7 = 2 K.
The ferromagnetic interactions are marked by blue bars and anti-
ferromagnetic interactions by orange bars.

6.4 Magnetic Exchange Interaction

We proceeded to investigate the wave-vector and energy dependency
of the low energy magnetic excitations. INS measurements were per-
formed along some of the reciprocal space directions using a triple axis
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Figure 6.6: Tml (blue) and Tm2 (orange) zig-zag chains. In Tml
chain NN interactions, (J;; ) are represented by blue lines and NNN
interactions (f1p ) are represented by orange lines. In case of Tm?2
chains the red lines represent NN interactions (%; ) and green lines
represent NNN interactions (922 ).

spectrometer. The data extracted from these directions are shown in

Figures 6.7 &6.8. Spectra along [20 L], [02.5 L] (not shown), [02 L]

directions show dispersing gapped excitations with up to 4 branches

below 4.5meV, while spectra along [0 KO] and [00L] (not shown)

show at least 4 non-dispersing modes. According to our crystal field

calculations (from previous chapter), energy modes around 1 meV orig-

inate from Tm?2 (calculated energy 0.994 meV), while the excitations

around 3 meV originate from Tm1l crystal fields (calculated energy 3.143
meV). These excited states correspond to |J,my;) = |6,+1). Both sets

of modes show similar dispersion characteristics with shifted minima.

The dispersing excitations in SrTm;O4 are very different from the
standard spin waves. Since the ground state is not ordered, these dis-
persions cannot be modeled using linear spin-wave theory. Hence I
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Figure 6.7: Magnon spectrum and RPA model along [02L] and
[0KO].

use the mean-field random phase approximation (MF-RPA) as imple-
mented with mcdisp module in McPhase [7, 8, 136]. The following
Hamiltonian is used to model the system:
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1
Hi= ) BPOP ) -5 Z J ()i 6.1)
ij

n,kq

The first term in this equation is the crystal field term. The crystal
field parameters are obtained from the previous chapter. The second
term corresponds to the magnetic exchange interactions . (ij). Dif-
ferent possibilities were explored by including the interactions coming
from the neighbors up to 6A. In the best solution, it is only necessary
to consider nearest and next-near neighbors, ignoring all other interac-
tions, including inter-chain interactions. In this Hamiltonian, we ignore
two-ion anisotropy, which is typically presented as ‘Racah operators’
[8], multi-pole interactions ( eg. Eq. 2.5), and anti-symmetric exchange
(eg. Eq. 2.4). Figure 6.6 presents the exchange path consideration for
both Tm chains.

Table 6.1: RPA resulting magnetic exchange interactions and respective
distances.

Site J (meV) ri(A)

Tml  Ji; -00132 r 33811 NN
Jio 0026 r, 34212 NNN

™Tm2 % -0.0048 r; 33811 NN
Fn  -0.0043 r3 34860 NNN

The exchange interactions were fitted to the experimental data using
simulated annealing procedure implementation simannfit in McPhase
[7, 136]. Table 6.1 presents the optimal exchange interactions obtained
from fitting, and the corresponding distances. The simulated spectra
are shown in Figures 6.7& 6.8. The calculation plots are extended
beyond experimentally measured regions to capture the dispersion fea-
tures in the respective directions. The simulation captures the features
in the data to a large extent, with some identifiable discrepancies seen
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Figure 6.8: Magnon spectrum and RPA model along [20 L]. Pictorial
representation of spin dimer for Tm1 and magnetic frustration for Tm?2.
The blue ellipses represent a singlet valence bond of spin. In Tm?2
chain the magnetic frustration is captured withing the orange triangle
using hypothetical spins represented as black arrows.

as energy shifts. For instance, modes along [0 K O] direction are ap-
proximately 0.4 meV shifted for the Tm2 mode, while the Tm1 mode
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is shifted 0.35 meV. Additionally, the deviation of the model from the
data is anisotropic, and linear corrections to the crystal field Hamil-
tonian have not improved the model. The obtained interactions are
anti-ferromagnetic (Eq .6.1), in agreement with our RMC results for
the NN and NNN (Fig. 6.5). These interactions are relatively fragile
compared to the strength of crystal fields. Thus, in a future analysis it
would be ideal to consider anisotropic exchange via dipolar interaction
using Eq. 2.5.

6.4.1 Magnetic Frustration & Dimer Limit

The exchange interactions presented in Table 6.1 show that Tm2 chains
have similar NN and NNN exchange interactions. Similar exchange
interaction or % ~ 1 implies that the chain is frustrated. Figure 6.8
is a pictorial representation of magnetic frustration with the help of
hypothetical spins presented as black arrows. The hypothetical spins
are restricted to the ab plane by virtue of single-ion anisotropy. If
Tm?2 spins were to order within the orange triangle, the spin on the
third corner would not be able to satisfy anti-ferromagnetic interactions
simultaneously with respect to the remaining corners. Thus we deem
the Tm2 chain to be frustrated [137, 138].

On the other hand, in Tm1 chains % ~ 2, implying that NNN inter-
actions are twice as strong as NN interactions. Magnetic systems such
as this with alternate strong and weak interactions can form dimers,
where the strong interaction locks the pair of spins into a singlet state
[139-141]. Figure 6.8 presents a visualization of dimer in Tm1 chains.
In this chain, i, is the intradimer interaction (J7,:rq), While the weak
J11 interaction is the interdimer interaction ( Jjuzer). SO0 we deem Tml
chains are in the dimer limit.

Systems such as this fall under the subgroup of dimer systems with
large anisotropy [142, 143]. Golinelli et al. [142] have shown that
the presence of strong anisotropy can significantly modify the excita-
tion spectrum; thus, the exchange interactions alone will not be able
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to quantify the gap size. In most cases the presence of nondiagonal
matrix elements of magnetic dipoles between the nonmagnetic ground
state and the excited magnetic state plays a major role. Depending
on the type of anisotropy, the parallel or perpendicular applied fields
determine the field induced order in these systems. Large-D (large
single-ion anisotropy) dimer systems have been experimentally real-
ized in pure spin system NiCl, -4 SC(NH;),, where application paral-
lel magnetic field resulted in XY-AFM phase [144, 145].

The magnetization vs. field results (from the previous chapter) were
predominantly dominated by crystal fields and were unable to show
‘plateau’ features expected in frustrated systems. Thus, in systems
such as SrTmyQy4, the interplay of several unique interactions could
make it challenging to decisively isolate the field induced phase transi-
tion involving magnon condensation, a typical trend in dimerized spin
systems [146]. Despite such complications, SrTm;O4 shows mag-
netic field induced behavior and formation of XY-AFM phase with
applied fields above 4 T. These results are presented in a subsequent
section.

6.4.2 Critical Ratio and Soft-mode Limit

The soft-mode behavior for a dispersing excitation can be summarized
as Eg — 0 where T — Ty, where Eg is the excitation energy at Q. To
estimate the soft-mode limit of these dispersing excitations, a critical
ratio can be defined based on methodology provided by Jensen et al.
in Ref. [8, 147] assuming a two state model. First, I define

xr(0)

R =1-10.0

(6.2)

where y7(0) is the non-interacting susceptibility and y7(Q,0) is the
static susceptibility at Q characterizing the ordered phase [147]. At a
thermal second-order phase transition, i.e., at T = Ty, R(T) becomes
1. Under RPA, Eq. 6.2 can be redefined as follows:
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E 2
R(T)=1- (XQ) = 101 Ro (6.3)

where A is crystal field excitation between ground and first excited
crystal field states, and ng; = ng — n; is the difference in population
between the two sates. Ry in Eq. 6.3 can be defined as follows:

_ 2M39:0(Q)

Ry A

(6.4)
where M, = | (0| J, |1)| [8] is the transition matrix element. Knowl-
edge of Ry gives estimation of the possibility of the system being
driven to the soft-mode limit, i.e., the thermal second-order phase tran-
sition from paramagnetic state to an ordered state. From Eq. 6.3 we
can see that when Ry > 1 the soft-mode limit is achievable. In case of
Pr, Ry is calculated to be 0.96. The proximity of Ry to 1 suggests that
the Pr is very close to undergoing magnetic ordering [147].

The Ry s for StTm;0O4 are calculated by substituting the corresponding
values for Tm2 and Tml in Eq. 6.4. For the lowest dispersing excita-
tion, i.e., Tm2 level at 0.994 meV (= A), Rg parameter is found to be
0.27, while for the next excited state at 3.143 meV originating from
Tml Ry = 0.08. Since Ry << 1 at 2K, implies that it is extremely hard
to drive this system to second-order thermal phase transition (classical
phase transition).

Additionally, estimated Rps indicate that in SrTm;QO4 at regime above
2K the nuclear spin effects should not be neglected [147]. In Refs.
[8, 33, 119, 148] it has been established that there are rare-earth sys-
tems where the hyperfine coupling to the nuclear spins can induce co-
operative ordering of the combined electronic and nuclear moments.
Usually, such behavior is limited to systems involving non-Kramer’s
ions where singlet ground-states are well-known and where two-ion
coupling can be smaller than the threshold value for magnetic order-
ing, i.e., R(T) = 1 (or Ryp>1). Another significant detail in the case
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of non-Kramer’s ions is that all of them have unpaired nuclear spins
[148]. Thus it is vital to revisit the u*SR results presented in the last
chapter, focusing on hyperfine effects.

6.5 Nuclear Hyperfine Enhancement

In this section, I revisit the ZF-u"SR results from the previous chap-
ter, intending to understand the apparent ordering observed with muon
precession frequency (v) in the light of hyperfine effects.

In SrTm;0O4 the muon precession frequency ‘v’ grows consistently as
a function of temperature. The critical parameter By, calculated from
v is presented in the previous chapter. The internal field By, does
not show any standard critical behavior and reaches a trivial saturation
value of 5mT. We had modeled the ‘v vs T’ using exp(—36/T) to es-
timate the activation energy 6. However, the estimation of the critical
ratio in the previous section of this chapter has shown that it is impos-
sible to drive this system to the thermal phase transition. Thus it is de-
cisive to understand the emergence of ‘v’ and the peculiar temperature
behavior of SrTm;0O4 from the nuclear hyperfine perspective.

In Pry, B,07 (B = Sn, Zr, Hf), the static distribution of the internal field
shows similar temperature dependency as internal fields in SrTm;Oy.
In these systems, it was shown that such behavior could be linked to
hyperfine enhancement of nuclear spins of neighboring Pr ions, causing
highly anisotropic distortion fields [119].

In our analysis of crystal fields, we have established that both Tm>*
have singlet ground-state with dominant |J,m;) = |6,0) characteris-
tics. For systems with singlet ground state and involving nuclear spin
I, the Hamiltonian can be written according to the ‘Bleaney model’
[149]:

H =Hcp+gus(B-J)+A;(J 1) - gup(B - I), (6.5)
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Where Hcr denotes interactions with the crystal fields; the second term
is the Zeeman interaction of the ion with electronic angular momentum
hJ. The third term represents magnetic hyperfine interaction with a nu-
cleus of angular momentum 7/ and the last term is the nuclear Zeeman
interaction term.

In SrTmO4 Hcr has produced a singlet ground state with low lying
excited state in case of both Tm1 and Tm2 with energy gap A. Using
this model, one can arrive at the magnetic moment using the formalism
reported in ref. [119].

O  u— presession frequency
Bleaney model

0.0 L | L | L | L |
0.01 0.1 1 10 100

T (K)

Figure 6.9: Muon precession frequency (black circles) as a function of
temperature and fitted Bleaney [149] two state model (red line).

For ZF-u*SR the applied field B, = 0, thus both the Zeeman terms
are not relevant. This leads to the magnetic moment ‘m’ given by the
following equation:
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m=mo + gtanh (1;7) , (6.6)

where mo = gippls, 1= giupMaAsl, and & = \/(A/Z)2 + (Mo Ayl)°
(where @ < J?) [119]. For '®Tm I, = J and A; = -394MHz. The
muon in this case is coupled to many neighbors via dipole-dipole inter-
action. Since dipole-dipole interactions are proportional to oc 773 [119],
it would be sufficient to consider only the nearest neighbor Tm atoms.
According to our DFT+u calculation ( Fig. 5.17(b)), muon stops in
the interstitial site between Tm1 and Tm2. Thus it suffices to consider
a model in which dominant contributions to v come from neighboring
Tml and Tm2. Since the ordering parameter Bj,.(cc m) o v, we can
model ‘v vs T’ using the following equation:

v(T) =4/|» +&tanh S 2+ % +&tanh =l ’ (6.7)
Ty kT 27 kT '

Where vg1, vo3 and B, B2 are scaled values of mg and 7 respectively
and &1, &, provide qualitative estimation of gap size [150]. Figure 6.9,
presents * v vs T ’ data fitted to Eq. 6.7. The gaps sizes estimated
from the fit are 2.8 meV for Tm2 and 4.6 meV for Tml.

In the previous chapter I have presented muon site determination us-
ing the DFT+u technique and qualitative estimation muon induced dis-
tortion on crystal fields. The gap sizes estimated from v vs T fits
have similar magnitudes as the values obtained from PC model esti-
mation from DFT+u calculations. Following similar logic as presented
in [119], considering the sensitivity of DFT+u calculation, accuracy of
PC-model of the crystal fields, and restrictions of the Bleaney model,
we can conclude that the agreement is well within the inherent uncer-
tainties.

The results from PC model of crystal fields show low-energy crystal
field levels re-normalizing gap size, i.e., reducing the Tml gap size
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by 80% and Tm?2 gap size by 38% due to muon induced distortion .
According to Eq. 6.6, m o« A~! implies that the closing of the first
excited crystal field level plays the dominant role in enhancing nuclear
spins. Thus we conclude that the observed oscillation in muon spectra
can be associated with muon-induced ‘nuclear hyperfine enhancement.’
Similar nuclear hyperfine enhancement in systems involving '*Tm was
reported in TmPO,4 [151, 152].

6.6 Field Induced Order

In the previous section, I have demonstrated that Tm1-chains have the
potential to dimerize. As explained earlier, the dimer spin system typ-
ically undergoes a field induced phase transition into the XY—-AFM,
which can be treated as magnon condensation [146]. However, in the
case of rare-earth systems, there are not many candidates that exhibit
the magnon condensation phase. For example, YbAI3Cs though ex-
pected to be a dimer does not exhibit magnon condensation [153],
whereas Yb;Si,07 shows magnon condensation phase with critical fields
~ 0.4 and 1.4 T [154].

We try to investigate the field-induced phase in SrTm;O4 using AC-
susceptibility and NPD.

6.6.1 AC Susceptibility

Figure 6.10(a) shows the real part of AC-susceptibility (') in an ap-
plied magnetic field of different strength along the c—axis (perpendicu-
lar direction to the hard anisotropy axis). A broad peak emerges close
to 4T. In contrast, the imaginary part of AC-susceptibility (y") as a
function of temperature does not exhibit any anomalies (not shown).
The presence of a broad peak in y~ and the absence of any anomalies
in " are indications of the emergence of AFM ordering [155, 156].
On the other hand, there is no deviation between ZFC and FC measure-
ment protocols (not shown) and no frequency dependency (not shown).
These behaviors suggest the absence of slow dynamics as in spin-glass
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Figure 6.10: (a) Temperature dependency of y at various applied fields

between 1-8T. (b) Temperature vs magnetic field phase diagram ob-
tained from the shifting y" peak.

or spin-liquid systems [156]. Results shown in Figure 6.10(a) were
measured with the field applied parallel to the hard axis (i.e., c—axis)
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. Consequently, by virtue of the large moment size of Tm>* and the
magnetic field applied parallel to the hard axis, a large torque appears,
forcing the sample to flip. Thus y~ in Figure 6.10(a) is represented in
arbitrary units as they might not be very reliable.

The broad peak y~ starts emerging ~ 4 T, and as the magnetic field is
increased starts to shift toward higher temperature. By tracking the po-
sition of this peak in 7 for various applied fields, we have constructed
a magnetic phase diagram as a function of temperature and applied
magnetic field. The phase diagram is presented in Fig.6.10(b). In the
phase diagram, two phases can be identified: a paramagnetic phase and
a field-induced phase that is AFM. This phase diagram very closely re-
sembles the field vs. temperature phase diagram expected for the dimer
spin system [146]. In that case, the first critical field B,; ~ 4 T. How-
ever, within 1-14 T second critical field of XY-AFM phase B., could
not be tracked.

To understand the AFM phase in the applied field, we performed NPD.

6.6.2 Neutron Powder Diffraction

The NPD measurements on a polycrystalline sample of SrTm,0O4 were
performed at 120K, 30K, and 1.5K at OT. Diffractogram measured
at 1.5K exhibits a broad feature in Q, that peaks at |Q| ~ 1.3 Al
along with sharper nuclear Bragg peaks. This broad feature was ini-
tially believed to originate due to short-range correlations. However,
the analysis of diffused scattering data presented in the first section
of this chapter shows that the diffused signals originate from the low-
energy excited states. Thus the zero-field NPD data are consistent with
Ref. [4] in predicting the absence of any magnetic ordering down to
65 mK.

However, with applied magnetic fields, some of the peaks in NPD data
begin to order. Interestingly, the first critical field B,y ~ 4T pre-
dicted by ' measurements is not consistent with the NPD data. Figure
6.11 presents field dependency of one of the magnetic peaks (121) at
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Figure 6.11: Field dependency of (121) peak measured at 1.5 K.

T =1.5K. The (121) peak orders continuously in the applied field and
critical field; in this case it is seemingly different from the B.; pre-
dicted by y'. Thus, the NPD results need to be studied to separate
the XY—-AFM phase expected due to the dimerization of Tml chains
and quenching of frustration in the Tm2 chain. In Tm2 chains, once
the frustrations are quenched, we expect Tm2 moments to polarize in a
preferred direction. With this hypothesis, I performed representational
analysis to identify possible magnetic structures.

Magnetic Structure Determination

Figure. 6.12 presents the neutron diffraction patterns measured at 1.5 K
and 4.5 T (scattered circles) with structural model overlaid (red lines).
Pure magnetic intensities for all the peaks (blue line) were obtained
by subtracting the structural model from the data. Peak (121) ( with
unresolved shoulders) is found to be the strongest. Relative strengths
of intensities with respect to (121) for primary reflections are presented
in Table. 6.2. As seen in Figure. 6.12, reflections (040), (120), and
(121) get substantially enhanced in the applied magnetic field, whereas
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reflections (011) and (111) emerge slightly in the presence of magnetic
field.

150000 - ' ' ' ' ' N
@]
o Observed OO
Structural Model o
100000 - —— Magnetic §0° 1
O
O

Intensity (a.u.)

20

Figure 6.12: Pure magnetic signal /blue lines) obtained after subtract-
ing data at 4.5 T from structural model from OT and 1.5 K.

As mentioned earlier, in SrTm;QO4 all atoms (also other atoms) occupy
sites corresponding to wyckoff position 4¢ of 62. Pnam, i.e., four sim-
ilar kinds of atoms in a unit cell. Following Bertaut’s method [31],
we can identify four generic spin arrangements or basis vectors (BVs),
namely F : (TT17), C: (TTL)) , G : (TLI1), and A : (T[T]). I have cal-
culated the magnetic structure factor Fjj; and polarization factor Py
in order to trace the contributions from the various basis vectors and to
understand discrepancies in the critical behavior.

Table 6.2, suggests that the peaks (121) and (040) prefer significant
contribution from F basis vector, whereas the peaks (120) and (111)
have significant contribution from C basis vector. Unlike (120), (111)

139



Frustration & Field-Induced Phase in SrTm,0,

Table 6.2: Absolute squares of magnetic structure (|Frer)?) and po-
larization (|Pu|?) factor, and observed integrated magnetic intensity
(Int.I) for key Bragg peaks. The factors are normalized to unit spin
lengths. Integrated magnetic intensity is normalized.

| Fat|” Pyl
F C G A Int.I
(kD) (ITTD (Tl WD QL) xlla yllb zlle  (au)
(120) 3.46 11.78 0.17 0.59 0.73 0.26 1 31.5
(011) 6.25 0 9.7 0 1 0.92 0.07 20.7
(111) 2.21 7.53 1.41 4.83 0.9 0.93 0.16 11.3
(040) 13.1 0 2.9 0 1 0 1 32.1

(121) 11.78  3.45 0.59 0.17 092 077 03 100

prefers y polarization with C basis vector instead of x polarization. Us-
ing magnetic representation analysis implemented in BasIREPS [81],
possible magnetic structures (IRs) consistent with 62. Pnam and propa-
gation vector k = (0,0,0) were found. The 8 IRs identified are I'1(C, F)),
Ta(F.Cy), T3(G1Ay), Ta(A:G,), T5(C,), Te(F,), T2(G.), and Ty(A,).

To restrict the refinement of the NPD, I exclude the irreducible basis
vectors that are inconsistent with the strongest observed peaks in the
powder diffraction pattern. This is done by calculating the net structure
factor in the commensurate case, i.e., k = (0,0,0) can be written as
follows:

Faer = Py Fry + P Fig + P Figg (6.8)
In Table 6.3, the net structure factor calculated for IRs by considering
the structure factor of basis vectors and polarization factor are pre-
sented. All IRs with z-component can be easily excluded, since the
c-axis is the hard axis and cllz in SrTm,O4. This reduces the num-
ber of possible IRs to only I'y — I'y. Among these IRs, I'j and I's
have no magnetic intensity for (040), and I's has an insignificant mag-
netic intensity on the strongest magnetic peak, i.e., (121). This mix
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Table 6.3: Absolute squares of structure factor (|Fhkl|2)~ IR calculated
for 62. Pnam for k = (000), considering intra-chain interactions be-
tween two 4c¢ zig-zag chains.

IRs |F i)
(1200 (©O11) @11 (040) (121)
I (CxFy) 9.5 575 8.83 0 12.24

I (F,.Cy) 559 625 899 13.1 1349
I3 (GxAy) 028 9.7 5.76 29 0.67
Iy (AGy) 047 892 5.66 0 0.61

I's (Cy) 1178 0 1.2 0 1.04
I's (F;) 346 044 035 13.1 3.53
I7 (Gy) 0.17 0.68 0.23 2.9 0.18
I's (A;) 059 O 0.77 0 0.05

and match procedure retains only I, as one of the allowed magnetic
structures.

The magnetic representation in this case corresponds to Shubnikov
space group (in OG setting) 62.447 Pna’m’ (representation mGM3+)
[157]. The magnetic structure refinement was performed based on the
following hypothesis:

* Tm?2 chains are frustrated; thus, in the applied magnetic field, the
frustration is quenched, and Tm2 moments polarize along a cer-
tain direction without undergoing a phase transition. This would
mean that Tm2 moments are composed of FM basis vectors in
the easy plane. To reduce the number of fitting parameters, we
consider that the Tm2 moments are composed of the FM basis
vector along x direction, i.e., Fy. In support of this hypothesis,
polarization factor P, , is predominantly preferred in the case of
basis vector F'. However, one must note that FM y-component

to Tm2 cannot be ruled out completely.

* Tml chains are dimerized, and therefore the expected ordered
phase is XY-AFM Ref. [146]. Thus I';(Fy, Cy,0) is used in the

141



Frustration & Field-Induced Phase in SrTm,0,

(@ BI=0T "o Observed

150 7 Fit T=15K 7
— Difference A=246 A
100 - | Structural i

’; | Magnetic g & add ]
b _WWWMWWWWW
@ 100 + } + } + } + } +
8 Jvs-4 | b
S 80+ = &b -
) A ® 1
60 e 4
40 =

)

2

I C S I & & (o @ s
20 \ I T i LTl

0 T T T T T T T T
20 30 40 50 60

20

Figure 6.13: Neutron-diffraction patterns (black open circles), fits from
the Rietveld refinement (red solid lines), and their differences (blue
solid lines). The vertical bars are the expected Bragg peak positions as
mentioned in the panels. NPD observed (measured on DMC diffrac-
tometer) at 7 =1.5K and (a) B =0T and (b) B = 4.5T corresponding
to the data collected with neutron wavelengths 2.46 A.

refinement.

The NPD patterns were refined using FullProf [81] and JANA2006
[157], and the results are shown in Fig.6.13. Additionally, in the ap-
plied magnetic field, the powder sample has a preferred orientation
(100). This preferred orientation is consistent with magnetization re-
sults. Table 6.4 presents the refined moments for the pattern at 4.5T
and 1.5 K. Figure 6.14 presents the refined magnetic structure in ab-
plane. The ordered phase is XY-AFM for Tm1 sublattice and polar-
ized ferromagnetic behavior is seen in Tm2 sublattice, confirming our
hypothesis. Additionally, refined moments in Table 6.4 are consistent
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with the magnetization vs field data presented in the previous chap-
ter.

Table 6.4: IR, Basis vectors, refined moments (ug/T m3+) at 45T and

1.5K. The refinement achieved y?> = 5.84 and Magnetic R-factor =
10.08.

Site IRs Basis vectors (gl eyl T2

Tml I, (Fy,Cy,0) (2.07(03),0.79(2),0)
Tm?2 (Fy,0,0) (4.22(04),0,0)

Figure 6.14: Distorted honeycomb arrangement of Tml and Tm?2
chains with refined moments at 4.5 T overlaid with ground-state single-
ion anisotropy from previous chapter.
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Critical Behavior
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Figure 6.15: (a) Field evolution of integrated intensity of (121) at T =
1.5K. (b) Temperature evolution of integrated intensity of (121) at B
= 4.5T. The blue and orange lines mark the gap-size (in K) for Tml
and Tm?2 excitations, respectively. The red dashed line corresponds to
integrated intensity value corresponding to O T and 1.5 K.

In this section I present critical behavior of magnetic peaks (121) and
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(120). Figures 6.15 (a,b) show the temperature evolution at B = 4.5T
and field evolution at 7T = 1.5K of integrated intensity of (121). In
Figures 6.16(a,b) a color-map of the field evolution at 7=1.5K and
temperature evolution at B = 4.5 T of (120) are presented.

The field-dependent critical behavior of (121) and (120) are studied
to understand the superficial discrepancy between NPD and AC Sus-
ceptibility results. Peak (121) is the strongest magnetic peak and as
shown in Figures 6.11 and 6.15 (a) seems to emerge spontaneously as
the magnetic field is increased. On the other hand, peak (120) starts to
emerge beyond 2 T. Both the peaks behave differently compared to AC
Susceptibility in this regard. However, the magnetic structure presented
in Table 6.2 indicates significant contributions from F basis vector to
both (121) and (120). This implies that the polarized Tm2 moments
could cause different onset fields for (121) and (120). Thus, it is evi-
dent that there is no discrepancy between AC susceptibility and NPD
results. Despite F basis vector contributions, the temperature depen-
dency of (121) peak at 4.5T gives a crucial detail on the XY-AFM
phase.

At this juncture the eventual step would be to see what this critical
behavior means, from the perspective of dimer systems. The dimer
behavior in YbAI;C3; was shown in Refs. [158, 159]. However, Ref.
[153] shows that instead of the typical XY-AFM expected in dimer
systems, there was an unusual field-induced ordered state whose onset
temperature was far exceeding the spin gap energy. This conclusion
was arrived at by observing the temperature dependency integrated in-
tensity of (200) peak at 12T. In Figure 6.15(b) the (120) at 40K (=
3.3meV) peak does not reach the integrated intensity value at 1.5K
and O'T. This discrepancy can again be attributed to the polarizing Tm?2
moments. So we conclude that in SrTm,O,4 the origin of the XY-
AFM phase can be associated with the dimerization of Tml chains.
The slight discrepancy can be attributed to crystal field effects and po-
larization of Tm2 moments in the applied field. However, associating
this XY-AFM phase to the singlet—triplet transition seen in the magnon
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condensation would be unfeasible with the current understanding of
this system. Thus to map the critical fields exclusively and to study
the magnon condensation it would be crucial to identify a magnetic
reflection with no contribution from F.

6.7 Conclusions & Outlook

In this chapter I have discussed magnetism originating from magnetic
exchange interactions. The magnetic diffused scattering results have
revealed that the system does not exhibit short-range correlations down
to 2K. The diffused signal in powder pattern and (HOL) plane in
single-crystal originates exclusively from integration of the elastic chan-
nel. The diffused signal in the (HOL) plane indicates that the ex-
change correlations in SrTm;0O4 are two-dimensional or quasi-one-
dimensional with dominating AFM interactions among close neigh-
bors.

Furthermore, the dispersing excitations were mapped using a single
crystal along several crystallographic directions in reciprocal space.
The first and second excited modes originating from Tm2 and Tml
chains were found to disperse along [20L], [02.5L] (not shown),
[02 L] directions. These dispersions were modeled using RPA. The
results show that NN and NNN interaction in both ladders are AFM in

nature. Similar NN and NNN Intra-chain interactions (% ~ 1) in Tm2

ladder lead to absolute frustration whereas in Tm1 ladder, % ~ 2 in-

dicates the ladder is in dimer limit. Calculation of the critical ratio has
shown that StTm,0O,4 cannot be driven to a thermal second-order phase
transition. Insights obtained from the calculation of critical ratio have
shown that the observed oscillations in ZF-u*SR spectra are signs of
nuclear hyperfine enhancement due to muon induced distortion.

SrTm,O4 shows a magnetic field induced transition above 4 T. NPD
results have shown that Tm1 chains in dimer limit lead to ordered XY -
AFM phase in the applied field, while in the frustrated Tm2 chains the
moments are polarized along the applied field.
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Figure 6.16: (a) Field dependency of (200) and (120) peaks measured
at T=1.5 K. (b) Temperature dependency of (200) and (120) peaks mea-

sured at B =4.5T.

Finally, the research questions raised at the beginning can be addressed

as follows:

1. The NN and NNN exchange interactions in both ladders are anti-
ferromagnetic in nature and are the primary interactions leading
to the observed dispersion.
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2. The ratio of exchange interactions % ~ 1 in case of Tm?2 in-

dicates that this chain is frustrated, whereas in Tml % ~ 2,
indicates that the 77, interactions could lead to dimerization.

3. Calculation of the critical ratio has shown that SrTm,0O4 cannot
be driven to a thermal phase transition. However, Tm1 chains in
dimer limit has led to the magnetic field induced phase transition
with critical field B, = 4 T.

4. Insignificant critical ratio altogether excludes the possibility of
thermal phase transition involving electronic moments. This in-
sight led to the estimation of nuclear spin enhancement in '9°Tm
as a consequence of muon-induced distortion of crystal field lev-
els. Thus the oscillations in ZF-u*SR can be associated with
nuclear hyperfine enhancement.

Thus it is very clear that like other non-Kramers ion systems, in StTm,O4
the crystal field effects are strongest. However, magnetic exchange in-
teractions play a decisive role in the magnetic field induced behavior
of the system. Until now, the analysis and interpretation of results have
been consistent across various probes. However, the following exten-
sion might provide deeper insights into complicated systems involving
multiple interactions, such as SrTmyOy:

* Dimerization of Tm1 chains need to be estimated decisively. Map-
ping of dispersing excitation in the applied magnetic field can
provide better understanding on this dimerization.

» Estimation of B, has to be made. The accurate mapping of field
induced phase could be done with heat capacity or ultrasound
velocity measurements in applied magnetic field.

* The critical behavior of the field induced phase needs to be stud-
ied with a theoretical framework.
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7 Summary & Perspective

This thesis provides the results of experimental and theoretical investi-
gations of the magnetic properties of Co,VO4 and SrTm;0Oy.

Our interest in CopVO4 originates from its anomalous temperature-
dependent magnetization, where a magnetization reversal crossover oc-
curs. We have performed magnetization measurements and revealed at
least four distinct anomalies; collinear ferrimagnetic phase at 7¢, non-
collinear ferrimagnetic phase at 7Tnc, magnetization reversal crossover
at Tyr and upturn in magnetization for 7 < 20K. The anomaly at
low temperatures (I < 20K) originates from the impurity phase of
Co3V;,0g. Neutron powder diffraction and magnetic structure analy-
sis reveal two antiparallel ferromagnetic structures, each belonging to
magnetic ions on A- and B-sites. Magnetic structure refinement of
neutron powder diffraction data shows that for temperatures above Tyr
the A-site moment always leads, i.e., ua(rym) > pp(Fm). Whereas for
T < Twr, we find the trend reverses, i.€., ua(rm) < Up(Fm)- There-
fore, this relative balance of these two magnetic structures determines
the net magnetic moment in the unit cell. However, the magnetization
reversal determined at zero fields is sensitive to an applied magnetic
field, such that above B ~ 0.25 T, instead of a reversal, a minimum in
the magnetization is apparent at Tyr.

DFT results unveil the root cause of this site-specificity. The DFT cal-
culations provide two ground state solutions, delocalized and localized,
representing regions with 7 > Tyr and T < Tyr respectively. Polarized
muon spectroscopy as a function of temperature is consistent with the
neutron diffraction and magnetization results but adds new insights to
DFT predictions. The relaxation rate as a function of temperature indi-
cates Tp-relaxation drops as the system is cooled. These results suggest
that highly delocalized-fluctuating magnetic moments at elevated tem-
peratures gradually tend to localize at lower temperatures. Thus, we
can conclude that the delocalized-to-localized crossover drives Cor,VOy
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to magnetization reversal.

SrTm;0O4 is unique among the family of SrLn;O4 since it does not
order down to 65m K. We pursued this system to find out why does
SrTmO4 not order? Our first step was to understand the crystal field
ground state in SrTm,Oy.

We investigated the crystal field properties of the non-Kramers com-
pound SrTm,O4 using a combination of susceptibility, magnetization
in pulsed fields, heat capacity, and INS. The magnetization and sus-
ceptibility results show a strong anisotropy, with the ¢ axis being the
hard axis. Schottky anomaly features seen in heat capacity results indi-
cate the presence of low energy excitations. The INS results show two
dispersing low-energy excitations below 5 meV.

We proposed two crystal field models to explain the single ion proper-
ties: the DFT and the EC models. The DFT model predicts |J,my) =
|6,0) ground state for Tml and |J,my ) = |6,+1) for Tm2 while the
EC model determines the ground state of both the inequivalent sites
to show predominantly |J,my;) = |6,0) characteristics. Both the mod-
els predict easy-axis anisotropy for Tm1 and easy-plane anisotropy for
Tm?2. The EC model accurately predicts experimentally measured mag-
netization, heat capacity, and INS results. However, the calculated sus-
ceptibility for the EC model shows a small discrepancy at low tem-
peratures. This discrepancy could be corrected by including two-ion
contributions. On the other hand, the DFT model is far from perfect.
Despite these shortcomings, the DFT model has provided a prelimi-
nary understanding of the crystal field schemes that have helped make
efficient EC model optimization.

Our diffused scattering results from the polarized neutron instrument
show a broad signal in powder and single-crystal data. Spin-correlation
obtained from the reverse Monte Carlo modeling of powder results
suggests dominating AFM interactions for nearest neighbors up to 5.5A.
This signal originates purely from the excitations, so we rule out the
existence of short-range ordering in SrTm,Oj.
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Our crystal field models have estimated the first excited state to orig-
inate from Tm?2 and the second excited state from Tm1l. We modeled
the low-energy dispersing excitations to extract exchange interaction
terms using random phase approximation. We include the respective
crystal field Hamiltonian while modeling the dispersion to account for
the origin of these modes. RPA results suggest that the Tm2 chains
are frustrated due to similar NN and NNN antiferromagnetic interac-
tions. On the other hand, Tm1 chains have NNN interactions twice as
strong as NN interactions. Thus, we suggest the Tml chain is within
the dimer limit.

AC Susceptibility and neutron powder diffraction in applied magnetic
fields indicate the emergence of XY-AFM phase above 4 T. We specu-
late that the observed magnetic field-induced phase might be originat-
ing from the Tml chain at the dimer limit. Additional spectroscopy
measurements in the applied field could accurately tell if the system
does exhibit a dimer behavior.

Critical ratios calculated from RPA results estimate if the system can
undergo a thermal second-order phase transition. The critical ratio
closer to one implies that systems have stronger exchange interactions,
which can drive them to a thermal phase transition. However, StTm,O4has
a meager critical ratio for both Tm>* s, indicating that the system can-
not undergo a second-order phase transition. The critical ratio suggests
that in SrTm,O4 crystal field effects are dominant. Additionally, the
critical ratio indicates large chances of nuclear effects emerging in such
systems.

Our ZF-u*SR results show oscillation in the time evolution of polar-
ization (Asymmetry vs. time spectra). Typically, such oscillations are
associated with muon precession in the presence of ordered surround-
ings, i.e., the probed system has a long-range order. However, our
previous results show no ordering down to 2 K. To understand this pe-
culiar behavior, we modeled the muon stopping site using DFT+u tech-
niques and estimated the effects of muon-induced distortion on crystal
fields using a simple point charge model. These results show a renor-
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malization of the gap in both Tm**s. Additionally, the temperature
behavior of muon precession frequency shows anomalous critical be-
havior. Modeling this result suggests that the renormalization of the
crystal field gap induces nuclear hyperfine enhancement. We conclude
that the oscillations in ZF- u*SR spectra are due to nuclear hyperfine
enhancement.

These investigations have given me a broader perspective on magnetism,
neutron scattering, u*SR and computational methods. The most chal-
lenging part of this endeavor was modeling crystal fields in SrTm,O4.
Based on my experience with crystal field modeling, I would like to
put forward a few general propositions in front of the community.

* Understanding the crystal fields is key to knowing the magnetism
in many Rare-earth and Transition metal systems. Difficulties in
implementing a phenomenological approach to crystal field prob-
lems for systems involving low symmetry have been highlighted
in this thesis and elsewhere. It would be beneficial to maintain
a library for crystal field parameters. Such a library would pro-
vide intelligent starting parameters while making phenomenolog-
ical optimization.

* In a Recent article, Berthusen et al. [160] have successfully im-
plemented a convolutional neural network (CNN) algorithm for
crystal field problems. This article has opened a new avenue to
use machine learning (ML) approaches in crystal field problems.
Implementing other algorithms, such as genetic algorithms, could
be interesting. The use of machine learning tools could make
the phenomenological determination of crystal field parameters
smooth. The library of crystal fields mentioned in the last point
could be beneficial.

* Wannier function method used in this thesis gave a preliminary
understanding of crystal field parameters before the phenomeno-
logical approach was applied. If more experimentalists can use
such methods, it would simultaneously help benchmark theoret-
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ical methods while benefiting experimental determination. Thus,
the easy accessibility of these methods could make it possible for
experimentalists to use such methods.
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